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1 Introduction.

There is general agreement that there is a good deal of heterogeneity in observed

behaviour. Heckman in his Nobel lecture (Heckman (2001)) states: � the most

important discovery [from the widespread use of micro-data is] the evidence on the

pervasiveness of heterogeneity and diversity in economic life�. This is true but to see

it in print as a �discovery�is a surprise since we have internalised it so thoroughly and

it is now second nature for anyone working with micro data to consider heterogeneity.

We have been unable to �nd a consensus de�nition of heterogeneity. A de�ni-

tion we suggest (which derives from Cunha, Heckman and Navarro (2005)) is that

heterogeneity is the dispersion in factors that are relevant and known to individual

agents when making a particular decision. Latent heterogeneity would then be those

�We thank Arthur Lewbel, Richard Blundell, Pedro Mira, Pedro Albarran, Manuel Arellano and
our colleagues at CAM for comments. We also express our gratitude to the AGE RTN (contract
HPRN-CT-2002-00235) and the Danish National Research Foundation, though its grant to CAM,
for �nancial support.
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relevant factors that are known to the agent but not to the researcher. The hetero-

geneity could be di¤erences in tastes, beliefs, abilities, skills or constraints. Note

that this de�nition does not impose that heterogeneity is constant over time for a

given individual nor that because something is �xed and varies across the popula-

tion that it is necessarily heterogeneous. Examples of the former would be changing

information sets and an example of the latter would be, say, some genetic factor

which impacts on outcomes but which is unobserved by any agent. Thus a ��xed

e¤ect�in an econometric model may or may not be consistent with heterogeneity,

as de�ned here.

Our de�nition of heterogeneity distinguishes it clearly from uncertainty, measure-

ment error and model misspeci�cation that are other candidates for the variation

we see around the predictions of a given deterministic model.1 The conceptual dis-

tinction between heterogeneity and measurement error and model misspeci�cation

is obvious (although it may be di¢ cult to distinguish in empirical work), so we con-

centrate on uncertainty. To illustrate the issue we present an example about milk

consumption. Most of the world�s adult population cannot drink more than one cup

of milk in day without feeling quite ill (see Patterson (2001) for details and refer-

ences). This is because they lack the enzyme lactase that breaks down the sugar in

milk (lactose) into usable sugars. The inability to digest milk is known as lactose

intolerance but we should more properly speak of lactase persistence for those who

can drink milk since this is a relatively late adaptation in our evolutionary history.

The ability to drink milk as an adult seems to have arisen at least twice indepen-

dently, both times amongst pastoralists. This happened very recently, perhaps as

late as 6; 000 years ago. This has lead to considerable variation across the world in

lactase persistence; for example, the rate is 97% in Denmark, 47% in Greece, 29%

in Sicily, 8% amongst Han Chinese and 5% for the San in South Africa. In early

1This de�nition has one major drawback which is that the vernacular term �heterogeneity�does
not coincide with the analytical de�nition suggested here. In some ways it would be best to have
a wholly new term for heterogeneity as de�ned here, but that seems impossible at this late date.
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childhood no one knows their type (lactose intolerant or lactase persistent). If every

child within a population has the same beliefs, then there is no heterogeneity and

only uncertainty. In adulthood, everyone knows their type. Then the variation ob-

served in the population, at age 20 for instance, is due to heterogeneity, but there is

no uncertainty. If people were ignorant of their type in childhood but had di¤erent

beliefs, then there would be uncertainty and heterogeneity (in beliefs, not in their

ability to digest milk). Distinguishing between heterogeneity and uncertainty is an

important but di¢ cult task; see Cunha et al (2005) for an analysis of this in the

context of schooling choice.

Before going on it is necessary to mention a contrary view on heterogeneity in

tastes which derives from Stigler and Becker (1977). They took the position that

"tastes neither change capriciously nor di¤er importantly between people". Tastes

for Becker and Stigler take as their domain commodities that are produced from

market goods and time use or even deeper structures. Consider, for example, food.

Market goods constitute the highest level of observability. Obviously, tastes over

di¤erent foods di¤er; for example, tastes for milk as discussed in the previous para-

graph. At the next level, tastes are de�ned over the characteristics inherent in food

market goods; for example, di¤erent kinds of fats, calcium, vitamins etc. It is by

no means obvious that tastes over characteristics di¤er signi�cantly over time or

place. The interest in this intermediate level is that we may be able to recover the

food/nutrient conversion mapping from independent sources. This then makes the

consumption of characteristics observable. This would allow us to test for various

levels of heterogeneity. For example, does everyone in a given population have the

same tastes? A weaker and more interesting hypothesis is that there is heterogeneity

but the dispersion of tastes is the same across populations, conditional on demo-

graphic factors such as the age distribution. But even moving to characteristics

may not be a deep enough level to allow us to support the hypothesis that everyone

has the same tastes. People with di¤erent metabolic rates will have di¤erent tastes
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over second level characteristics such as nutrients. Thus saturated fat is not valued

because it is saturated fat but because it provides an energy source that allows us

to function in a satisfactory way. Similarly, vitamin B12 (which is not found in any

vegetables) is a vital ingredient for brain functioning but vegans might be happy to

have some alternative that allowed their brain to continue working once they have

depleted the �ve year store that the body usually keeps as a bu¤er stock. In this

view, we may have to go to the deeper level of capabilities for the domain of common

preferences.

Explicit in the Becker-Stigler view is the contention that an appeal to unde�ned

heterogeneity in tastes is too ready an admission of ignorance. Certainly, the im-

mediate use of ��xed e¤ects�or other heterogeneity schemes to allow for observable

di¤erences in outcomes is an admission of failure in economics (even if it sometimes

considered a triumph in econometrics). The Becker-Stigler approach leads natu-

rally to a research program that attempts to rationalize all observable di¤erences

in behaviour with no di¤erences in tastes and only taking account of prices and

incomes (or potentially observable constraints) and heterogeneity in the mapping

from market goods to the domain of preferences which can potentially be identi�ed

from observable background factors. However, to assert homogeneity of tastes at the

level of capabilities (as suggested in the last paragraph) is much less attractive for

modelling since it seems to substitute one ignorance (of the mapping from market

goods to capabilities) for another (the undi¤erentiated distribution of tastes over

market goods).

This paper attempts to make three main points. First, we claim that there is

a lot more heterogeneity about than we usually allow for in our microeconometric

modelling. This �rst theme is covered in section 2: The illustrations we present are

from our own work but we believe that the point is a very general one. Second, in

most contexts it makes a big di¤erence for outcomes of interest whether and how we

allow for heterogeneity. We shall illustrate this as we go along. Our third main point
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is that it is di¢ cult to allow for heterogeneity in a general way. This is particularly

the case if we want to �t the data and be consistent with economic theory. This is

discussed in section 3 which provides some examples. Our main contention there is

that most schemes currently employed in applied microeconometrics are chosen more

for their statistical convenience than for their �t to the data or their congruence with

economic theory. We believe that heterogeneity is too important to be left to the

statisticians and that we may have to sacri�ce some generality for a better �t and

more readily interpretable empirical estimates. In stating this we certainly do not

want to suggest that all microeconometric analyses su¤er from this problem. The

struggle to �nd heterogeneity structures that also provide interpretable estimates is

an old one and one that continues to inform much structural estimation to this day.

A classic example is Mundlak (1961) who allows for heterogeneity in managerial

ability for farmers and more recent examples are McFadden and Train (2000) for

discrete choice models, Heckman, Matzkin and Nesheim (2003) for hedonic models

and Laroque (2005) for models of labour supply allowing for heterogeneity in the

taste for work that is correlated with productivity.

In section 4 we present some results from our own work on dynamic binary choice

models that allow for maximal heterogeneity. Since not much is known about the

properties of estimators in this context, even when we only allow for conventional

��xed e¤ects�, we choose to study in depth the simplest model, a stationary �rst order

Markov chain model. Working with such a simple model we can recover analytical

results concerning bias, mean squared error, the power of tests etc.. As we shall

show, this allows us to develop novel estimators that are designed with our choice

criteria (bias or mean squared error) in mind.
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2 There is a lot of heterogeneity about.

2.1 Earnings processes.

In many contexts the evidence points towards more heterogeneity than is usually

allowed for. We hazard a conjecture that in a majority of published empirical papers

there is �signi�cantly�more heterogeneity than is allowed for in the modelling. We

shall illustrate this with two examples from our own work. The �rst example is for a

linear dynamic model for earnings processes. A close to consensus model is that once

we control for common time e¤ects, log earnings are a unit root with homogeneous

short run variances, an MA error term and no drift:

�yit = "it + �"i;t�1 with "it � iid
�
0; �2

�
(1)

for agent i. This model has two parameters (or more if we allow an MA (2) process

or an error distribution with more than one parameter). This model seems to be

popular because it is the reduced form for a model which has a �permanent income�

component and also because it is believed that it �ts the data well. Although very

popular, other processes have also been considered. For example, trend stationary

models which allow for a negative correlation between starting values and the trend.

This captures Mincer style on the job training in which some workers trade o¤

initial earnings for higher earnings later on; see Rubinstein and Weiss (2005). The

important point about all of these analyses is that they typically assume very little

heterogeneity once we condition on the starting value. Figure 1 shows 10 paths for

white, high school educated males from age 25 to 35, drawn from the PSID.2 The

subsample displayed is chosen so that all have close to the mean earnings at age 25.

This �gure suggests that the consensus model may not be adequate to �t the data,

2In line with convention in the earnings literature, these are actually the residuals from a �rst
round regression (on a larger sample) of log earnings on time and age dummies. The larger sample
is identical to that taken in Meghir and Pistaferri (2004); it is an unbalanced panel that covers the
years 1968� 1993 and includes workers aged between 25 and 55.
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even when we have the same initial observation. There seems to be clear evidence

of di¤erences in volatility and also some visual evidence of di¤erences in trends. On

the other hand, even practiced eyes may not be able to tell drift from the working

out of a unit root with only 10 observations, so more formal evidence is required.

Alvarez, Browning and Ejrnæs (2002) (ABE) consider a model with lots more

heterogeneity than is allowed for in previous empirical analyses. They start with

a parametric model that has six parameters per worker and in which all of the

parameters are heterogeneous. To overcome the curse of dimensionality for this

model they use a simulated minimum distance (or indirect inference) estimation

approach that requires that the �nal model �ts all of the outcomes of interest that

previous researchers have suggested are important (and some other data features

that have not been considered before). They �nd that the following stable (but not

stationary3) four parameter model gives a good �t to the data:

yit = �i (1� �i) + �iyh;t�1 + "it + �i"i;t�1 with "it � iiN
�
0; �2i

�
(2)

Interestingly, unit root models are decisively rejected (but models with a mixture

of a unit root and a stable process do quite well). The consensus model �ts very

poorly, contradicting the widespread belief that it �ts well. The important point in

the current context is that all four parameters (�; �; �; �) are heterogeneous. ABE

�nd that the joint distribution of these four parameters is described well by a three

factor model. One of these factors is the starting value and the other two are latent

factors.4 The preferred version of the general model has heterogeneity in all of the

four parameters above (plus a parameter for an ARCH scheme).

3We follow the terminology of Arellano (2003a) and say that a �rst order dynamic process is
trend stable if the AR parameter is less than unity and the initial values are unrestricted. If the
initial values are restricted to be consistent with the long run distribution then the process is
stationary.

4This modelling methodology is an extension of the scheme suggested in Chamberlain (1980)
in which the distribution of the individual parameters is allowed to be conditional on the starting
values. See Wooldridge (2005) for post-Chamberlain references and a strong defence of this mode
of modelling.
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A �nding that conventional empirical models do not make adequate allowance

for heterogeneity in parameters does not necessarily mean that they are signi�cantly

wrong for all outcomes of interest. To illustrate, we consider two outcomes of interest

for earnings processes. The �rst is actually a parameter: the short run standard

deviation, �i. This is a crucial input in models of consumption which allow for

precautionary saving. Typically, the level of precautionary saving is an increasing

and strictly convex function of the standard deviation of income risk.5 It will be

clear that allowing for heterogeneity in this parameter will impact on estimates

of precautionary saving. Agents who are identical in every respect except for the

income risk they face will hold di¤erent levels of �bu¤er stocks�and the mean of the

homogeneous model may be very di¤erent to that from a model with heterogeneous

variances. For the consensus model (1) (with allowance for ARCH and measurement

error) the estimate of the standard deviation for the zero mean Normally distributed

error is 0:142; this gives that the probability of a large drop in earnings (20% or

more) between any two periods is about 8%. Table 1 presents the distribution of the

standard deviation for (1) with allowance for a heterogeneous variance and for (2).

For the consensus model with heterogeneous variances (row 1) there is a great deal of

heterogeneity in variances (as we would expect from �gure 1). Many workers face low

risk and would have virtually no precautionary motive. On the other hand, about

10% of workers have a standard deviation of over 0:25 which implies a probability

of a large drop of about 21%; for this group the precautionary motive would be

very strong. When we move to the fully heterogeneous model (the second row of

Table 1) the standard deviation distribution is lower (because the error terms in the

consensus model with variance heterogeneity have to �mop up�the heterogeneity in

the other parameters) but there is still considerable dispersion in risk. The lesson

we draw from this is that if the primary interest is in the variance, then a simple

5The leap from the error variance in (2) to risk is a large one - there is measurement error and
the changes may be anticipated or even have been chosen - but it is often made in consumption
modelling.
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Percentile 10% 25% 50% 75% 90%
Equation (1) with heterogeneous variances 0:07 0:09 0:13 0:19 0:25
Equation (2) 0:05 0:07 0:10 0:15 0:21

Table 1: The distribution of the standard deviation of income residuals

model with allowance for heterogeneity in the variances would probably su¢ ce but

the homogeneous variances model is way o¤.

Our second outcome of interest is the distribution of lifetime earnings. Cunha,

Heckman and Navarro (2005) have a discussion of the formidable problems in using

empirical distributions such as these in modelling schooling decisions. In particular,

they treat carefully the distinction between heterogeneity (what subjective distri-

butions do young people have over the parameters) and uncertainty (the residual

uncertainty given a model with a set of parameters) that motivated the de�nition

of heterogeneity given in the introduction. Unlike the distribution of the error vari-

ances, the moments or quantiles of the lifetime earnings distribution are highly

nonlinear function of the model parameters and it is impossible, a priori, to judge

whether allowing for heterogeneity will make much di¤erence. To generate the dis-

tribution of lifetime earnings we simulate 25; 000 paths from age 25 to 55 using

the model (2), add back in the age e¤ects taken out in the �rst round regressions

and discount earnings back to age 25 with a discount rate of 3%. In �gure 2 we

present estimates of the trade-o¤ between median and interquartile range based on

the consensus model with heterogeneous variances, (as in the �rst row of Table 1),

and the preferred model, (2). As can be seen, the trade-o¤ is very close to linear and

increasing for the consensus model with heterogeneous variances but nonlinear for

the preferred model. In particular, the trade-o¤ between median and interquartile

range is much steeper for those who expect a relatively low median lifetime income.

Whether or not these signi�cantly di¤erent outcomes would translate into di¤erent

estimates of, say, schooling choices would depend on the exact details of how we

use these estimates, but there is at least the potential for serious error if we use the

consensus model rather than the preferred model which allows for signi�cantly more
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heterogeneity.

2.2 Dynamic discrete choice.

Our second example of the ubiquity of heterogeneity is for a dynamic discrete choice

model for the purchase of whole (full fat) milk; see Browning and Carro (2005).

The data are drawn from a Danish consumer panel which is unusual in that the

panel follows a large and representative group of households over a long period.

Speci�cally we consider weekly purchases of di¤erent varieties of milk and we observe

each household for at least 100 weeks (and some for 250 weeks). After some selection

to meet various criteria (such as buying whole milk in at least 10% and at most 90%

of the weeks we observe) we have a sample of 371 households. The availability of

such a long panel enables us to explore with real data the e¤ectiveness of di¤erent

heterogeneity schemes suggested for small-T panels. In section 4 we shall return to

a detailed study of estimators in this context but for now we simply want to show

that there is more heterogeneity in this choice than we would usually allow for. To

do this, we use a dynamic Probit for each household:

Pr (yit = 1 j yi;t�1; xit) = � (�i + �iyi;t�1 + x0it�) (3)

where yit is a dummy for household i buying whole milk in week t and xit is a vector

of covariates such as seasonal dummies, a trend and family composition variables. In

this analysis we impose that the parameters for the latter are homogeneous but we

could let them be idiosyncratic for each household in which case we would treat the

data as a collection of 371 time series. We do, however, allow that the AR parameter

may vary across households. The usual approach is to impose homogeneity on this

parameter:

Pr (yit = 1 j yi;t�1; xit) = � (�i + �yi;t�1 + x0it�) (4)

Our interest here is in whether the latter is a reasonable assumption.
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Before presenting results it is worth considering the role of the homogeneous AR

parameter assumption in dynamic models generally. If we had a linear model:

yit = �i + �iyi;t�1 + "it (5)

then the most common restriction to impose is that the marginal dynamic e¤ect, in

this case �i, is the same for everyone. This is usually assumed more for econometric

convenience than for its plausibility but it has the virtue of imposing a restriction on

an object of interest. When moving to a nonlinear model the letter of this restriction

is usually retained but the spirit is lost. Consider, for example the dynamic discrete

choice model:

pr (yit = 1 j yit�1) = F (�i + �iyit�1) (6)

where F (:) is some parametric cdf. The marginal dynamic e¤ect is given by:

Mi = F (�i + �i)� F (�i)

Imposing that the AR parameter �i is homogeneous does not imply a homogeneous

marginal dynamic e¤ect. Furthermore, this restriction is parametric and depends

on the chosen cdf. Thus assuming that �i = � for all i for one choice of F (:) implies

that it is heterogeneous for all other choices, unless � is zero. This emphasizes the

arbitrariness in the usual homogeneity assumption since there is no reason why the

homogeneity of the state dependence parameter � should be linked to the distrib-

ution of F (:). In contrast, the homogeneous marginal dynamic e¤ect assumption,

Mi =M , that is the correct analogue of the linear restriction gives:

�i = F�1 (M + F (�i))� �i (7)

for some constant M . Thus the homogeneous AR parameter model is conceptually

at odds with the same assumption for linear models. Although we believe the (7)
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assumption to be more interesting, we shall continue the analysis of the restriction

in (4) since it is the conventional approach.

Figure 3 shows the marginal distributions (top panel) and the joint distribution

(bottom panel) for the parameters (�; �) in equation (3). The two panels show two

important features. First, both parameters display a lot of variability. Moreover,

the heterogeneity in � is �signi�cant�; the formal LR test statistic for a homogeneous

AR parameter is 3; 058 with 370 degrees of freedom. This is very strong evidence

that the AR parameter is heterogeneous as well as the ��xed e¤ect�, �. The second

important feature is that the joint distribution is far from being bivariate Normal.

There is evidence of bimodality and fat tails relative to the Normal. This suggests

that the �rst resort to modelling the data, a random e¤ects model with a joint

Normal distribution, will not su¢ ce to adequately model the heterogeneity.

Once again, we make a distinction between heterogeneity in parameters and in

of objects of interest. For a dynamic discrete choice model there are two natural

objects of interest: the marginal dynamic e¤ect:

Mi = pr (yit = 1 j yi;t�1 = 1)� pr (yit = 1 j yi;t�1 = 0) (8)

and the long run probability of being unity which for a �rst order Markov chain is

given by:

Li =
pr (yit = 1 j yi;t�1 = 1)

(1 + pr (yit = 1 j yi;t�1 = 1)� pr (yit = 1 j yi;t�1 = 0))

=
pr (yit = 1 j yi;t�1 = 1)

(1 +Mi)
(9)

Figure 4 show the marginal densities for M and L, with and without heterogeneity

in the slope parameter. As can be seen, allowing for �full�heterogeneity makes a

great deal of di¤erence. Thus the heterogeneity in the AR parameter is not only

statistically signi�cant but it is also substantively signi�cant.
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3 Heterogeneity is di¢ cult to model.

3.1 The need to allow for heterogeneity.

The concern to allow for heterogeneity arises from one of two considerations. First

the heterogeneity may not be of interest in itself (it is a �nuisance�) but ignoring it

would lead to faulty inference for objects of interest. The latter could be qualita-

tive outcomes such as the presence of state dependence in some process (see Heck-

man (1981)) or the presence of duration dependence in duration models (Lancaster

(1979)). Even if ignoring heterogeneity did not lead to errors regarding qualitative

outcomes, it might lead to inconsistency in the estimation of parameters of interest.

This has been one of the traditional concerns in modelling heterogeneity. The prime

example of a scheme to deal with heterogeneity in linear models with strictly ex-

ogenous covariates is to assume that only the intercept is heterogeneous so that we

can �rst di¤erence the heterogeneity away. This highlights the tension between the

desirability for generality (we do not have to assume anything about the distribution

of the �xed e¤ect once we assume that only the slope parameter is homogeneous)

and the need to �t the data (the slope parameters might also be heterogeneous).

Even in the linear case, heterogeneous panel models are di¢ cult to deal with. In

a large T framework a few solutions have been proposed, most of them in the macro-

economics literature; for example for endogenous growth models using cross-country

panels with long time periods. There, allowing for country-speci�c coe¢ cients due

to heterogeneity can be important, but it is out of the scope of this paper that

focus on microeconometrics. Pesaran and Smith (1995) consider this problem and

discuss how to estimate one of the possible parameters of interest from dynamic

heterogeneous panel in that context. Once we move away from linear models or fo-

cus on outcomes other than actual parameter values, then heterogeneity becomes of

importance in its own right. As a well known example, suppose we are interested in

the marginal e¤ects of an exogenous variable in a nonlinear model; this will usually
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depend on the heterogeneity directly. Thus if we have yit = G (�i + �xit) then the

marginal e¤ect for of a change in x of � for any individual is given by:

G (�i + � (x+�))�G (�i + �x) (10)

which obviously depends on the value of �i.

It is usually impossible to model allowing for unrestricted heterogeneity �every-

where�and we have to make a priori decisions about how to include allowance for

heterogeneity in our empirical models. A major disappointment in panel data mod-

eling is that simple �rst di¤erencing schemes that work for linear models do not work

in nonlinear models. The classic example is limited dependent variable models, but

the point is more pervasive. The result has been that we have developed a series of

�tricks�which often have limited applicability. Almost always decisions on how to

include allowance for heterogeneity are made using conventional schemes that have

been designed by statisticians to put in the heterogeneity in such a way that we can

immediately take it out again. As just stated, the leading example of this is the

use of a ��xed e¤ect�in linear panel data models. More generally, various likelihood

factoring schemes have been suggested for nonlinear models; see, for example, Lind-

sey (2001), chapter 6. The most widely used of these is for the panel data discrete

choice model, due to Andersen (1970). Our main contention is that decisions about

how to incorporate heterogeneity are too important to be left to the statisticians

for two major reasons. First, these schemes may not �t the data. Indeed it is an

extraordinary fact that the great majority of empirical analyses choose the hetero-

geneity scheme without �rst looking at the data. Second, conventional schemes,

which are often presented as �reduced forms�, implicitly impose assumptions about

the structural model. Usually it is impossible to make these assumptions explicit, so

that estimated e¤ects are e¤ectively uninterpretable. One feature of this that will

emerge in the examples below is issues of �tting the data and theory congruence
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arise whether or not the source of the heterogeneity is observed by the researcher.

The ideal would be to develop economic models in which the heterogeneity

emerges naturally from the theory model. An alternative is look to other disci-

plines for structural suggestions; psychology (�personality types�); social psychology

(for the e¤ects of family background) or genetics. For example, psychologists suggest

that personalities can be usefully characterized by a small number of factors. As an

example, for economists looking at intertemporal allocation the relevant parameters

are risk aversion, discount factor and prudence. We might want particular depen-

dence between all three. For example, more risk averse people may be likely to also

be more prudent.6 Information on the nature of this dependence might be found

in psychological studies. To date, such attempts have not been very encouraging.

Heterogeneity that arises from genetic variations is of particular interest since this

is probably as deep as we wish to go (as economists) in �explaining�observed di¤er-

ences in behaviour. We already have mentioned in the introduction one important

commodity, milk, for which genetic variation explains why most of the world�s adult

population do not consume it. This is an important factor if we are modelling the

demand for di¤erent foods, even if we use a characteristics framework with prefer-

ences de�ned on calcium, di¤erent fats, di¤erent vitamins etc.. The mapping from

market goods to characteristics depends on the lactase gene. It is now known exactly

where the gene for lactase persistence resides (it is on chromosome 2) and with a

DNA sample we could determine exactly whether any given individual was lactase

persistent. This may be considered fanciful, but increasingly DNA samples will be

collected in social surveys; see National Research Council (2001) for details on the

feasibility, practicalities, possibilities and ethics of this.

6In conventional schemes that use a simple felicity function (such as quadratic or iso-elastic
utility functions) risk aversion and prudence are often deterministically dependent, but they need
not be. Marshall, for example, seemed to believe that �labourers�were risk averse but imprudent
whereas people like himself were both risk averse and prudent.
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3.2 Examples from economics.

3.2.1 Empirical demand analysis.

Demand theory presents many good examples of the interactions between the spec-

i�cation of heterogeneity, �tting the data and coherence with the theory. Here the

theory is in its purest form either as the Slutsky conditions or revealed preference

conditions. There is general agreement that extended versions of AI demand system

are needed to �t data reasonably well (at least for the Engel curves) but for illus-

trative purposes, it is enough to consider the basic form. The AI functional form

for the budget share for good i, wi, given prices (p1; p2; :::; pn) and total outlay x is

given by:

wi = �i +
Xn

j=1

ij ln pj + �i ln

�
x

a (p)

�
where a (p) is a linear homogeneous price index that depends on all the � and 


parameters. If we wish to estimate with data frommany households, we have to allow

for heterogeneity. The simplest approach is to assume that all of the parameters are

heterogeneous with a joint distribution that is independent of the prices and total

expenditure (a �random e¤ects�approach). If we do this then we run into problems

when we impose the Slutsky conditions. The homogeneity and Slutsky symmetry

are OK:

Xn

j=1

ij = 0;8i


ij = 
ji;8i; j

since the restrictions are independent of the data. However, the Slutsky negativity

condition does depend on the data. For example, the condition that the own price

compensated e¤ect should be non-positive is given by:


ii + (�i)
2 ln

�
x

a (p)

�
+ wi (wi � 1) � 0
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which clearly depends on the data. Thus the parameters and data are not variation

independent7 which is a necessary condition for stochastic independence. At present

it is an open question as to the class of preferences that admit of a random e¤ects

formulation. The Cobb-Douglas restriction on the AI system (�i = 
ij = 0 for all

i; j) shows that the class is not empty. On the other hand, although the Cobb-

Douglas does well in terms of consistency with theory it does spectacularly poorly

in �tting the data.

3.2.2 Duration models.

Our second example of the di¢ culty of �nding heterogeneity that �t the data and

are consistent with theory models is from duration modelling; our discussion here

relies heavily on van den Berg (2005). The Mixed proportional hazard (MPH) model

is very widely used in duration modelling; this is given by:

� (t j x; �) =  (t) �0 (x) � (11)

where � (:) is the hazard given observables x and unobservable �,  (:) is a baseline

hazard that is assumed common to all agents, �0 (x) is the �systematic�component

and � captures unobserved heterogeneity. This scheme, which was initially devised

by statisticians and has been re�ned by econometricians, has the twin virtues of

being easy to estimate and of treating latent and observed heterogeneity in the

same way (as multiplicative factors). There are, however, problems with both �t

and theory. First, as a matter of fact, stratifying often indicates a signi�cantly

di¤erent baseline hazard for di¤erent strata. Although this can be overcome in

the obvious way if we have a lot of data and we observe the variables that de�ne

the strata, it is worrying that we just happen to assume the same baseline hazard

for strati�cation that is not observed. The second major problem with the MPH

7If we have two sets of random variables � 2 � and 
 2 � they are variation independent if
their joint space is the cross product of the two spaces: ���. Thus the support for one set of the
random variables does not depend on the realizations of the other.
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scheme is that it is often presented as reduced form analysis but it is never very clear

exactly which structural models are thus ruled out. van den Berg (2005) presents an

insightful discussion of this which shows that the class of structural models which

have the MPH as a reduced form is relatively uninteresting and many interesting

structural models do not have the MPH as a reduced form.

3.2.3 Dynamic structural models.

Our next example is taken from Carro and Mira (2005). They propose and estimate

a dynamic stochastic model of sterilization and contraception use. Couples choose

between using reversible contraceptive methods, not contracepting and sterilizing.

These contraceptive plans are chosen to maximize the intertemporal utility function

subject to the laws of motion of the state and, in particular, to birth control �tech-

nology�, fFjtg, for the probability of a birth in period t given contraceptive option

j. A homogenous model could not �t the data nor give sensible estimates of the

parameters of the model. Two sources of heterogeneity have to be introduced. First,

heterogeneity in the value of children and, second, heterogeneity in the probabilities

of a birth (the ability to conceive). Heterogeneity only in preferences did not solve

the problem, because in the data there were groups of people not contracepting in

almost any period and also having children with much lower probability than other

couples who were not contracepting. That is, some couples have lower fecundity,

not just di¤erent preferences over number of children. Without unobserved hetero-

geneity in the probability of having a birth (ability to conceive) the model explained

the data by saying that the utility cost of contracepting was not a cost; that is, it

was positive and signi�cant; and the estimated model did not �t the patterns of

contraceptive use across number of children and age. Simple forms of permanent

unobserved heterogeneity across couples, using mixing distributions with a small

number of types, capture these features of the data. Estimating a structural model

allows us to introduce separately heterogeneity in both the probability of having
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a birth and the value of children. It turns out that both are signi�cant and they

are stochastically dependent. A reduced form equation could not separate both

sources of unobserved heterogeneity, and using only a �xed e¤ect in a reduced form

model will probably not be able to capture the complex e¤ects of both kinds of

heterogeneity over couples�choices in the life cycle.

Adding unobserved heterogeneity in fFjtg complicated the estimation proce-

dure, since we could no longer write separate likelihoods for choices and conditional

probabilities of a birth. Furthermore, with unobserved heterogeneity the dynamic

structural model implied by the forward looking behaviour has to be solved for each

unobserved type, signi�cantly increasing the computational costs. This is why in

this literature only a small number of unobserved types are consider as forms of

permanent unobserved heterogeneity, in contrast to the more general speci�cations

considered in reduced form models.

Another example of this is Keane and Wolpin (1997). They estimate a dynamic

structural model of schooling, work, and occupational choice decisions. They allow

for four unobserved types. Each type of individuals di¤ers from the other types on

the initial endowments of innate talents and human capital accumulated up to the

age of 16, which is taken as the start of the process in this model. The endowment is

known by the individual but unobserved by the researcher. A fundamental �nding

in Keane and Wolpin (1997) is �that inequality in skill endowments �explains�the

bulk of the variation in lifetime utility�. According to their estimates, �unobserved

endowment heterogeneity, as measured at age 16, accounts for 90 percent of the

variance in lifetime utility�. As they say, �it is specially troublesome, given this

�nding, that unobserved heterogeneity is usually left as a black box.�. Nevertheless,

they have a clear interpretation for this unobserved heterogeneity coming from the

structural model, they can determine some of the correlates of the heterogeneity

and compute the conditional probability distribution of the endowment types using

Bayes rule. This helps to understand the source of this important unobserved factor
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on the life-time well being, and to obtain some knowledge about how inequality

could be altered by policy.

3.2.4 Returns to schooling.

The estimation of the returns to schooling is another good example where unob-

served heterogeneity has played a major role, in both the theoretical and the em-

pirical literature. During more than three decades a vast number of research papers

have tried to address this issue in a convincing and theoretically coherent way. It

has proven to be a di¢ cult task. The classical Mincer equation used in many pa-

pers to estimate the returns to schooling in practice assumed homogenous returns

to schooling. Nevertheless, a model with heterogeneous returns to schooling is an

integral part of the human capital literature. A recent example of such a model

where heterogeneity is allowed to a¤ect both the intercept of the earnings equation

and the slope of the earnings-schooling relation can be found in Card (1999 and

2001). These heterogeneous factors are in principle correlated with schooling, since

they are taken into account in the schooling decisions of the individuals. A widely

used solution to estimate this heterogeneous model is instrumental variables. The

conditions under which this method identi�es the return to schooling and the inter-

pretation of this estimate are directly related with the treatment e¤ects literature.

The identi�cation of the average return to schooling by IV is only possible under

certain restrictive conditions. These are unlikely to be satis�ed by many of the sup-

ply side instruments used since individual schooling decisions are taken depending

also on the supply characteristics.8 In the context of a dichotomous instrument, if

those conditions are not satis�ed, conventional IV estimates give the Local Average

Treatment E¤ect, see Imbens and Angrist (1994). More generally, Heckman and

Vytlacil (2005) show how the Marginal Treatment E¤ect can be used to construct

and compare alternative measures or averages of the returns to schooling, including

8See Card (1999 and 2001) for a discussion of this result and of the conditions needed for the
IV to identify the average returns to schooling. See also Heckman and Vytlacil (1998).
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the Local Average Treatment E¤ect. As explained by Card (2001), the IV estimate

of the returns to schooling on a heterogeneous earnings equation can be interpreted

as a weighted average of the marginal returns to education in the population. The

weight for each person is a function of the increment in their schooling induced by the

instrument. Depending on the problem considered, this average return to schooling

for those a¤ected by the instrument could be the policy parameter of interest.

This literature has the virtue of providing a connection between the traditional

IV estimator and the economic decision model. In the case we have considered here,

the estimation of the classical earnings equation using as instrument a change in

the supply conditions (for example, distance to the closest college) gives an average

e¤ect for a subgroup of the population in the context of an economic model of

schooling decisions with heterogeneous returns to schooling. Nonetheless, even if

that is the parameter of interest, some homogeneity on the schooling choice equation

is needed: the so-called �monotonicity assumption�in the treatment e¤ects literature,

see Heckman and Vytlacil (2005). In a situation where the monotonicity assumption

is not satis�ed, or in the case where we want to estimate the average return to

schooling for the whole population we need to look for alternatives to identify and

estimate the e¤ect of interest. A possibility is estimating a structural model of

earnings and schooling; Keane and Wolpin (1997) is a good example.

3.2.5 Dynamic discrete choice modelling.

Our �nal example concerns smoking; although quite speci�c we believe it illustrates

an important general point. Vink, Willemsen and Boomsma (2003) (VWB) present

results based on smoking histories for identical twins, nonidentical twins and siblings.

They conclude that the starting conditions (in late childhood or early adulthood)

are homogeneous (conditional on potentially observable factors) but that persistence,

once started, is largely genetic. Although we might have speci�c objections to the

VWB analysis, let us take it as our �theory�model for now. Let yit be indicator for i
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smoking in month t and assume a �rst order Markov model. In line with the VWB

hypothesis, suppose there are two types: �tough quitters�(A) and �easy quitters�(B)

with:

prA (yt = 0 j yt�1 = 1) < prB (yt = 0 j yt�1 = 1) (12)

(where, for convenience, we have dropped other covariates). The starting condition,

according to VWB, is homogeneous, conditional on the variables that the researchers

observe on environmental factors in late childhood (for example, family background)

denoted zi0, so that:

prA (yi0 = 1 j zi0) = prB (yi0 = 1 j zi0) (13)

What of the �resuming� transition probability: pr (yt = 1 j yt�1 = 0)? We could

model this as homogeneous or as heterogeneous. An obvious assumption is that the

resuming probability is negatively correlated with the quitting probability so that:

prA (yt = 1 j yt�1 = 0) > prB (yt = 1 j yt�1 = 0) (14)

For economists, however, an attractive alternative assumption is that since people

are forward looking and know their own type9, a type A who has stopped might be

much more reluctant to start again. This assumption reverses the inequality in (14).

Whatever the case, we would not want an initial speci�cation for the two transition

probabilities and the starting condition that would rule out these possibilities. Now

consider a conventional speci�cation that has only one ��xed e¤ect�:

pr (yit = 1 j yit�1) = F (�i + �yi;t�1) (15)

9So that the type is heterogeneous and not uncertain by our de�nition of heterogeneity. If those
who never smoked do not know their type then we have both heterogeneity and uncertainty in
types.
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With two types, the easy/tough quitting structure (12) is:

1� F (�A + �) < 1� F (�B + �) (16)

which implies F (�A) > F (�B) which is (14). Thus the conventional formulation

(15), which is often presented as an unrestricted �reduced form�, rules out the inter-

esting structure that would occur to most economists.

This concludes our brief and highly selective discussion of the di¢ culties of al-

lowing for heterogeneity in a �exible enough way to capture what is in the data

and to allow for a wide range of structural models. We now present some of our

own recent work on dynamic discrete choice modeling that was motivated by the

empirical �ndings on the demand for whole fat milk presented in section 2 and by

examples such as the smoking analysis presented here.

4 Dynamic discrete choice models.

4.1 A stationary Markov chain model.

This section presents and summarizes some results from Browning and Carro (2005)

(BC) concerning heterogeneity in dynamic discrete choice models. Since very little

is known about such models when we allow for lots of heterogeneity, we consider

the simple model with no covariates. An additional and important advantage of

considering the simple model is that we can derive exact analytical �nite sample

properties. The restriction on theory that we impose is that the reduced form for

the structural model is a stationary �rst order Markov chain. In many contexts

the stationarity restriction may be untenable, but we have to start somewhere. In

this simple model the approach is fully nonparametric, conditional only on that

modelling choice. We focus directly on the two transition parameters:
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Gi = pr (yit = 1 j yi;t�1 = 0)

Hi = pr (yit = 1 j yi;t�1 = 1) (17)

where i is individual indicator, t is time indicator and t = 0; 1; :::; T . This is the

maximal heterogeneity we can allow in this context. For instance, in the smoking

example of subsection 3.2.5, the structure described by equations (12) and (14),

correspond to HA > HB and GA > GB respectively. In this exposition we shall

focus on the marginal dynamic e¤ect:

Mi = Hi �Gi (18)

which gives the impact on the current probability of yit = 1 from changing the

lagged value from 0 to 1. A model with homogeneous dynamic marginal e¤ects

would impose:

Hi =M +Gi 2 [0; 1] (19)

for some M 2 [�1; 1]. A parametric model with a homogeneous persistence para-

meter would impose:

Gi = F (�i)

Hi = F (�i + �) (20)

for some cdf F (:).
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4.2 Estimation with one sequence.

We begin by considering a single realization of a sequence for one person. There

are 2T+1 possible sequences of 1�s and 0�s for a single chain of length T + 1 (or2T

if we condition on the initial value). An estimator
�
Ĝ; Ĥ

�
is a mapping from the

2T+1 realizations to sets in the unit square. If the mapping is single valued then

the parameters are point identi�ed by that estimator. The �rst result in BC is that

there is no unbiased estimator for G and H. With this result in mind we look for

estimators that have low bias or low mean squared error. The maximum likelihood

estimator (MLE) has a simple analytical closed form:

ĜMLE =
n01

n00 + n01
(21)

ĤMLE =
n11

n10 + n11
(22)

where n01 is the number of 0 ! 1 transitions, etc.. Note that ĜMLE is point

identi�ed i¤ we have a sequence that has at least one pair beginning with a zero,

so point identi�cation requires us to drop some possible observations. The second

result in BC is that the MLE estimate of the marginal dynamic e¤ect (if it exists)

has a negative bias, that is:

E
�
ĤMLE � ĜMLE

�
< M (23)

This result is the discrete choice analogue of the Nickell bias for linear dynamic

models (see Arellano (2003a)) . The degree of bias depends on the parameter values

and the length of the panel, T . As we would hope, the bias of the MLE estimator of

the marginal dynamic e¤ect diminishes as we increase the length of the panel, but

even for T = 16 it can be high.

Based on the exact formulae for the bias of the MLE, BC construct a nonlinear

bias corrected (NBC) estimator as a two step estimator with the MLE as the �rst

25



step.10 We �nd that this estimator does indeed reduce the bias for most cases

(as compared to MLE). For all but extreme values of negative state dependence,

the NBC estimator also has a negative bias for the marginal dynamic e¤ect. The

order of bias for the MLE is approximately O (T�1) (the exact order depends on

the parameter values) whereas the order for the NBC estimator is approximately

O (T�2) so that the small sample bias diminishes much faster for NBC. Despite these

advantages on the bias, in mean squared error (mse) terms the NBC estimator is

never much better than MLE and it is worse in some cases. A detailed examination

of the MLE and NBC estimators suggested that neither can be preferred to the

other.

Given the relatively poor performance of the MLE and NBC in terms of mse,

BC construct an estimator that addresses the mse directly. The mean square error

for an estimator cM of the marginal dynamic e¤ect is given by:

�
�
M̂ ;G;H

�
=
XJ

j=1
pj (G;H)

�
M̂j � (H �G)

�2
(24)

where j denotes a particular sequence, J = 2T (if we condition on the initial value)

and pj is the probability of sequence j given the values of G and H. Since there is no

estimator that minimizes the mse for all values of (G;H), we look for the minimum

for some choice of a prior distribution of (G;H), f (G;H) so that the integrated mse

is given by: R 1
0

R 1
0
�
�
M̂ ;G;H

�
f (G;H) dGdH (25)

Given that we consider a general case in which we have no idea of the context, the

obvious choice is the uniform distribution on [0; 1]2, f (G;H) = 1. Minimizing gives

the following minimum integrated mse (MIMSE) estimator:

M̂MIMSE
j =

n11 + 1

n10 + n11 + 2
� n01 + 1

n00 + n01 + 2
(26)

10BC show analytically that the estimator which continues to apply bias corrections after the
�rst does not necessarily converge, so that only the two step estimator is considered.
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This estimator is the mean of the posterior distribution assuming a uniform prior.

The attractions of the MIMSE estimator are that it is very easy to compute, it is

always identi�ed and it converges to maximum likelihood as T becomes large so

that it inherits all of the desirable large sample properties of MLE. Figure 5 shows

the small sample bias for the three estimators. The rate of convergence of the bias

to zero for the MIMSE estimator is approximately O (T�0:6). As can be seen, the

NBC estimator starts o¤ with a relatively small bias and converges more quickly to

zero. Thus the NBC estimator unequivocally dominates the other two estimators

in terms of bias. When we turn to the the mse, however, MIMSE is much better

than either of the other two estimators, particularly when there is some positive

state dependence (M > 0). This is shown in �gure 6. As can be seen there, the

MIMSE estimator starts not too far above the CR bound (for the MLE estimator)

and converges relatively slowly to it. The other two estimators have a relatively

high RMSE, particularly when we have short observation period.

4.3 Estimation with pooled data.

In the previous subsection we considered households in isolation but in most cases

the interest is not in individual households, but in the population. Thus, it may

be that the distribution of M in the population is of primary interest, rather than

the values for particular households. Suppose that we observe many households.

We �rst consider the nonparametric identi�cation of the distribution of (G;H) with

�xed T . We shall assume that we are given population values for outcomes. In this

case the relevant population values are the proportions of each of the 2T possible

cases. Denote the population values by �j for j = 1; 2:::2T . Now suppose that (G;H)

are distributed over [0; 1]2 with a density f (G;H). The population proportions are
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given by the integral equations:11

�j =

Z 1

0

Z 1

0

pj (G;H) f (G;H) dGdH; j = 1; 2:::2
T (27)

where, the probabilities are given by:

pj (G;H) = Gn
j
01 (1�G)n

j
00 Hnj11 (1�H)n

j
10 (28)

Assuming that the �j�s satisfy the conditions imposed by the model, we check the

following necessary condition for identi�cation: is there only one density f (G;H)

which is consistent with the set of 2T equations (27)? The answer is negative. To

show this we impose some structure on the model and show that even with these

additional constraints the structure is not identi�ed. Consider the case with T = 3

and in which we restrict the distribution of the G�s and H�s to be discrete, each

with three values: fG1; G2; G3g and fH1; H2; H3g. Let the probabilities of each of

the nine combinations (Gk; Hl) be given by the (9� 1) vector � with values that

sum to unity. De�ne the (8� 9) matrix A by:

Ajm = (Gm)
nj01 (1�Gm)

nj00 (Hm)
nj11 (1�Hm)

nj10 (29)

Then the analogue to (27) is:

� = A� (30)

where � is observed and the values of fG1; G2; G3g, fH1; H2; H3g and � are to be

solved for. Clearly the latter are not uniquely determined by the former since we

have 8 equations and 14 unknowns.12 There are more than one distribution of

(G;H) that generates the same observed � in (30). Thus the distribution is not

11Note that we have made an analysis conditional on the initial observation yi0, so f (G;H)
here it is the distribution given yi0. A similar result could be get about the identi�cation of the
unconditional distribution.
12The number of equations, 8 is equal to 2T . As matter of fact two of the 2T cases give the same

equation on (30), so there are only 7 di¤erent equations.
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nonparametrically identi�ed. We need to either put on more structure such as a

parametric model for heterogeneity, or estimate nonparametrically Mi for each unit

separately and then use those estimates to de�ne the empirical distribution of the

parameters. In BC we explore the latter approach, that is, obtaining the empirical

distribution from estimates for each unit. Simulations with T = 9 (that is, with

10 observations, including the initial observation) suggest that the MIMSE based

estimator signi�cantly outperforms the MLE and NBC estimators in recovering the

distribution of the marginal dynamic e¤ect. This can be seen, for instance in Figure

7, that presents cdf�s of the three estimators from simulations using the empirical

distribution for (G;H) from the estimates reported in section 2.

This analysis suggests that it is feasible to de�ne reasonably well performed esti-

mators with maximal heterogeneity for the dynamic discrete choice model. Clearly

such an estimator will be consistent with any theory model that generates a sta-

tionary �rst order Markov chains and it will also �t any generating process for the

heterogeneity. In some contexts such estimators will signi�cantly outperform (in

terms of �t and congruence with theory) some version of (20) estimated using a

conventional ��xed e¤ect�scheme.

4.4 Relation to recent developments in estimation of non-

linear panel data models.

In the recent years new methods of estimation for nonlinear panel data models have

been developed. Arellano and Hahn (2005) present a review and explain and de-

rive connections between the di¤erent solutions developed.13 The central focus is

on nonlinear models with �xed e¤ects and the attempt to overcome the incidental

parameters problem that arises from the estimation by standard MLE of common

parameters in these models. Usually the speci�c constant intercept, the so-called

13The literature reviewed by Arellano and Hahn (2005) includes Arellano (2003b), Carro (2004),
Fernandez-Val (2005), Hahn and Newey (2004), and Woutersen (2004) among others.
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�xed e¤ect, is the only heterogeneous coe¢ cient and the consequent incidental pa-

rameters problem may lead to severe bias in panels where T is not large. The new

methods developed reduce the order of the magnitude in T of that bias, so that it

may be negligible in �nite samples used in practice. They remove the �rst order

term on the expansion of the asymptotic bias of the MLE, and consider asymptotics

with both N and T going to in�nity.

In BC not only the intercept but also the slope are individual speci�c. Given

this, we have a separate model for each individual in the panel. In contrast with

the literature reviewed in Arellano and Hahn (2005), where the object of interest is

a common parameter in the population, we �rst consider estimating each separate

model with the T observations of each individual. In this regard our analysis is

closer to the time series literature. There is no asymptotic in N given that we are

estimating with one sequence. Another di¤erence is that the nonlinear bias corrected

estimator (NBC) considered by BC is not based on a �rst order reduction on the

asymptotic bias. It is based on the exact �nite sample properties of the MLE. So

the NBC estimator is based on the exact formulae of the �nite sample bias that

BC derive. These di¤erences imply that some of our conclusions diverge from the

recent literature. Theoretically, the �rst order reduction on the asymptotic bias

reviewed in Arellano and Hahn (2005) does not increase the asymptotic variance as

N and T go to in�nity at the same rate. Furthermore, �nite sample experiments,

for example in Carro (2004) and Fernandez-Val (2005), provide some evidence that

bias reduction can lead to a better estimator in terms of mean square error for a

panel with a moderate number of periods.14 However, derivations of the exact mean

square error of the NBC show that it does not dominate the MLE in this criterion

since it is never much better and it is worse in some cases. This means that while

NBC signi�cantly reduces the bias, it also signi�cantly increases the variances of

14Of course, simulation experiments have been done only for some speci�c sample sizes and
binary choice models. More �nite sample experiments are needed to evalute each of those new
methods.
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the estimator in �nite samples. MIMSE is a di¤erent approach in the sense that it

is not derived to reduce the bias but to minimize the mean square error in �nite

samples. Given this, it is not de�ned as a bias correction of the MLE, but as new

estimator in accordance with the chosen criterion.

There are two possible motivations for considering estimation of each individ-

ual�s model with one sequence. First, we may be interested in each individual, for

example if we are analyzing the default risk of each credit applicant. Second, in

the kind of models considered, having an unbiased estimator for each individual is

su¢ cient to de�ne a �xed-T consistent estimator of a parameter on the population

of individuals. Even if is not possible to de�ne an unbiased estimator, as shown in

BC for a �rst order Markov chain, having an estimator for each individual model

with improved properties in �nite samples could lead to an estimator of a parameter

de�ned over the population of individuals, with good �nite sample properties when

pooling many households. Any parameter of interest de�ned as a function of the

model�s parameters will bene�t from this. In the analysis discussed in the previ-

ous three subsections there is no parameter of the model that is common to all the

individuals and the marginal e¤ect of a variable is heterogeneous. Nevertheless, in

many cases our interest is in particular moments of the distribution of the marginal

e¤ect on the population; for example, the median marginal e¤ect of a variable. BC

consider estimating the whole distribution of the marginal e¤ect in the population

with pooled data. As described in the previous subsection, BC explore using the

nonparametric estimators for each unit already considered (MLE, NBC, MIMSE)

and then obtaining the empirical distribution in the population from estimates of the

individual marginal e¤ects. Focusing on a moment of that distribution, in principle

it could be possible to apply the ideas in Arellano and Hahn (2005), since this is a

common parameter to be estimated with a not very large number of periods that

su¤ers the incidental parameters problem. This correction, following ideas in section

8 of Arellano and Hahn (2005), would be speci�c to each parameter of interest one
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may want to consider, in contrast to the case where you have good estimates of the

model�s parameters. In any case, this possibility remains unexplored in practice for

models where all the parameters are heterogeneous.

5 Conclusions.

In this paper we have presented a selective and idiosyncratic view of the current

state of allowing for heterogeneity in microeconometric modelling. Our main theme

has been that there is more heterogeneity than we usually allow for and it matters

for outcomes of interest. Additionally, it is di¢ cult to allow for heterogeneity but

when considering how to do it we have to keep an eye on �tting the data and on

the interpretability of the estimates. Thus how we introduce heterogeneity into our

empirical analysis should depend on the data to hand, the questions deemed to be

of interest and the economic models under consideration. The lesson from the last

thirty years seems to be that this requires case by case speci�cations and eschewing

the use of schemes whose only virtue is that they are statistically convenient.
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Figure 1: Ten earnings paths for US white male high school graduates.

Figure 2: The trade-o¤ for lifetime earnings.
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Figure 3: Distribution of parameters for dynamic discrete choice model.

Figure 4: Marginal distributions of parameters of interest.

37



Figure 5: Bias of three estimators.

Figure 6: RMSE for three estimators.
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Figure 7: Distributions of three estimators.
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