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1. (Problem 2) Exploiting the fact that in OUTPUT 1 the only explanatory variable is binary,
the proportion in the sample of accused black individuals who are condemned to death is
approximately equal to:

(a) We do not have enough information to calculate.

(b) 23%.

(c) 28%.

(d) 8%.

2. (Problem 2) Exploiting the fact that in OUTPUT 1 the only explanatory variable is binary,
if the specified model in OUTPUT 1 had been estimated by a linear probability model instead
of using the logit model, the estimate of the constant would approximately be:

(a) −2.08.

(b) We do not have enough information to calculate.

(c) 0.11.

(d) 0.28.

3. (Problem 2) Exploiting the fact that in OUTPUT 1 the only explanatory variable is binary,
if the specified model in OUTPUT 1 had been estimated by a linear probability model in-
stead of using the logit model, the estimate of the parameter for RAZA ACUSADO would
approximately be:

(a) 0.08.

(b) −0.03.

(c) We do not have enough information to calculate.

(d) −0.39.

4. (Problem 2) Taking into account that in OUTPUT 1 the only explanatory variable is bi-
nary, the estimate of E( CONDENA | RAZA ACUSADO = 1, RAZA VICTIMA = 0 ) is
approximately equal to:

(a) It cannot be calculated because the estimated models do not characterize conditional
expectation models.

(b) 0.08.

(c) 0.83.

(d) 0.23.

5. (Problem 2) Exploiting the fact that in OUTPUT 1 the only explanatory variable is binary,
if the specified model in OUTPUT 1 had been estimated by a linear probability model instead
of using a logit model:
(i) The error term would present heteroscedasticity (conditional on the explanatory variables).
(ii) The magnitude of the estimated effect of the explanatory variable on the probability of
being condemned to death would be the same.
(iii) The predicted probabilities could be larger than 1 or smaller than 0.

(a) The three statements are true.

(b) Only (i) and (ii) are true.

(c) Only (i) and (iii) are true.

(d) Only (ii) and (iii) are true.
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6. (Problem 2) The predicted probability that an accused black person is condemned when the
victim is white is approximately equal to:

(a) 0.23.

(b) 0.96.

(c) 0.08.

(d) 0.83.

7. (Problem 2) If the specified model in the OUTPUT 2 had been estimated by a linear proba-
bility model instead of using the logit model:
(i) The error term would present heteroscedasticity (conditional on the explanatory variables).
(ii) The magnitude of the estimated effects of the explanatory variables on the probability of
being condemned to death would be the same.
(iii) The predicted probabilities could be larger than 1 or smaller than 0.

(a) The three statements are true.

(b) Only (i) and (ii) are true.

(c) Only (i) and (iii) are true.

(d) Only (ii) and (iii) are true.

8. (Problem 2) According to the estimations of OUTPUT 2, the average of the estimated effect of
being an accused black person on the probability of being condemned to death is approximately
equal to:

(a) 0.22.

(b) We do not have enough information to calculate this effect.

(c) 0.09.

(d) 0.11.

9. (Problem 2) According to the estimations of OUTPUT 2, the average of the estimated effect
that the victim is black on the probability of being condemned to death is approximately equal
to:

(a) −0.13.

(b) We do not have enough information to calculate this effect.

(c) −0.19.

(d) 0.20.

10. (Problem 2) Given the results, we can assert that:

(a) If the victim is white, it is more likely that the accused is condemned.

(b) The race of the victim only has an influence if the accused is black.

(c) The race of the victim does not influence the probability of being condemned.

(d) If the victim is black, it is more likely that the accused is condemned.
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11. (Problem 2) Given the model in OUTPUT 2:
(i) If we keep the assumption of a logistic distribution, the estimations of the parameters would
be identical if we estimate by Maximum Likelihood as well as if we apply non-linear least
squares.
(ii) If we estimated by Maximum Likelihood assuming a normal distribution instead of a logistic
one (and assuming that there are not too many extreme values in the sample) the magnitudes
of the estimated coefficients would be bigger in the case of the normal distribution.
(iii) If, keeping the assumption of a logistic distribution, we estimate by non-linear least squares
instead of by Maximum Likelihood, the corresponding heteroskedasticity-robust standard errors
of the coefficients will be smaller than or equal to the conventional standard errors of such
coefficients.

(a) Only (ii) is true.

(b) Only (i) and (ii) are true.

(c) Only (i) and (iii) are true.

(d) The three statements are false.

12. (Problem 2) Given the model in OUTPUT 1:
(i) We would have obtained exactly the same estimates of the effects of the explanatory
variable (race of the accused) if we had assumed a normal distributions instead of a logistic
one.
(ii) If this model would be correct (that is, if it would include all the relevant explanatory
variables and the assumption of logistic distribution would be true), we would have also obtained
consistent estimators of the coefficients if we had estimated by nonlinear least squares.
(iii) If, keeping the assumption of logistic distribution, we had estimated by nonlinear least
squares, the conventional standard errors would be inappropriate because of the existence of
conditional heteroskedasticity.

(a) The three statements are true.

(b) Only (ii) and (iii) are true.

(c) Only (i) and (ii) are true.

(d) Only (iii) is true.

13. (Problem 2) Suppose that the proportion of white victims is 47% and the proportion of black
accused individuals is 55%. Given OUTPUT 2, how does change, on average, the probability
of being condemned with the race of the accused?

(a) 0.11.

(b) We do not have enough information to calculate this effect.

(c) 0.06.

(d) −0.07.

14. (Problem 2) Suppose that the proportion of white victims is 47% and the proportion of black
accused individuals is 55%. Given OUTPUT 2, what is the effect that the accused is black on
the probability of being condemned when RAZA VICTIMA takes its sample average value?

(a) 0.01.

(b) 0.05.

(c) 0.04.

(d) We do not have enough information to calculate this effect.
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15. (Problem 2) What is the effect that the victim is white on the probability of being condemned
for an accused whose race corresponds to its modal value?

(a) We do not have enough information to calculate this effect.

(b) −0.10.

(c) −0.20.

(d) 0.10.

16. (Problem 2) Given OUTPUT 2, consider the following statements:
(i) If the victim is black, the probability of being condemned is very small as compared with
the average probability of being condemned.
(ii) If the victim is black, the race of the accused makes the probability of being condemned to
change relatively more than if the victim was white.
(iii) Suppose that the victim is white. Then, the probability of being condemned is larger than
if the victim is black. Besides, the effect of being a black accused has a stronger effect on the
probability of being condemned than if the victim is black.

(a) Only (ii) is true.

(b) Only (i) and (ii) are true.

(c) Only (i) and (iii) are true.

(d) The three statements are true.

17. (Problem 2) According the following statements:
(i) Looking at the number of correctly predicted cases, we conclude that both models are valid
to know the impact of the race of the accused on the probability of being condemned.
(ii) Looking at number of correctly predicted cases, both models have the same goodness of fit.
(iii) Looking at the value of the likelihood function, the model estimated in OUTPUT 2 fits
better the data.

(a) Only (i) is false.

(b) Only (i) and (ii) are false.

(c) Only (iii) is false.

(d) Only (ii) false.

18. (Problem 2) In case we wanted to test if the race of the accused is relevant at the moment
to define the probability of death penalty:
(i) Under the evidence that correspondent t statistics is approximately 2.31, we reject at 1%
confidence level the null hypothesis that this variable does not have a statistically significant
impact.
(ii) Under the evidence that correspondent likelihood ratio is approximately 20.36, we reject
at 1% confidence level the null hypothesis that this variable does not have a statistically
significant impact.
(iii) Under the evidence that correspondent t statistics is approximately −1.26, we cannot
reject at 1% confidence level the null hypothesis that this variable does not have a statistically
significant impact.

(a) Only (i) is true.

(b) Only (i) and (ii) are true.

(c) Only (iii) is true.

(d) Only (ii) is true.
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19. (Problem 1) In OUTPUT 1:
(i) The constant term in the regression is a estimated of the average velocity of money .
(ii) The estimated impact of the short–run interest rate on the velocity of money is constant
and approximately equal to −7.
(iii) An increase in the short–run interest rate in 0.1 percentage points reduces the velocity of
money in 0.7 percentage points.

(a) Only (i) and (ii) are true.

(b) The three statements are false.

(c) Only (i) and (iii) are true.

(d) Only (ii) and (iii) are true.

20. (Problem 1) In OUTPUT 1, if RS were measured as percentage instead of being a value
between 0 and 1:
(i) The estimated value of the coefficient associated to RS would be approximately −0.07005.
(ii) The t statistics of the coefficient associated to RS would be approximately −0.11041.
(iii) The standard error of the coefficient associated to RS would be approximately 0.006345.

(a) Only (i) and (ii) are true.

(b) The three statements are true.

(c) Only (i) and (iii) are true.

(d) Only (ii) and (iii) are true.

21. (Problem 1) Comparing models (1) and (2) in terms of the estimated coefficients of model
(*):
(i) We get that α3 = 0 in model (1).
(ii) We get that α2 = δ2 in model (2).
(iii) We get that α3 = δ3 in model (2)

(a) Only (i) is true.

(b) The three statements are false.

(c) Only (iii) is true.

(d) Only (ii) is true.

22. (Problem 1) If we wanted to estimate the most general (flexible) model from the three models
previously presented:
(i) We would use model (*).
(ii) We would use model (2).
(iii) Models (*) y (2) are different and not comparable between each other.

(a) Only (i) is true.

(b) Only (iii) is true.

(c) Only (i) and (ii) are true.

(d) Only (ii) is true.
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23. (Problem 1) According OUTPUT 1 and assuming in model (1) all assumption in the classical
regression are holding:
(i) The constant in the regression represents the velocity of money.
(ii) The average of the log of the velocity of money is approximately equal to 0.525.
(iii) An increase in the short–run interest rate in 0.1 percentage points increases the velocity
of money in approximately 0.7%.

(a) Only (i) and (ii) are true.

(b) The three statements are false.

(c) Only (i) and (iii) are true.

(d) Only (ii) and (iii) are true.

24. (Problem 1) According OUTPUT 1 and assuming in model (1) all assumption in the classical
regression are holding:
(i) The velocity of money increases when the short-run interest rate increases.
(ii) The average of the logarithm of the velocity of money is approximately −0.31.
(iii) A reduction in the short–run interest rate in 0.1 percentage points reduces the velocity of
money in approximately 0.7%.

(a) Only (i) and (ii) are true.

(b) The three statements are false.

(c) Only (i) and (iii) are true.

(d) Only (ii) and (iii) are true.

25. (Problem 1) According OUTPUT 1 and assuming in model (1) all assumption in the classical
regression are holding:
(i) We cannot reject at a 10% confidence level the null hypothesis that an increase of 0.1
percentage points in the short–run interest rate increases in average the velocity of money in
approximately in 1%.
(ii) The statistic test for the null hypothesis H0 : β2 = −10 is approximately equal to 4.8.
(iii) We cannot reject at a 10% confidence level the null hypothesis that for each percentage
point reduction in the short–run interest rate the velocity of money increases in average in a
one percentage point.

(a) Only (ii) is true.

(b) The three statements are false.

(c) Only (i) and (iii) are true.

(d) The three statements are true.

26. (Problem 1) According OUTPUT 1 and assuming in model (1) all assumption in the classical
regression are holding:
(i) The 56% of the variance of v is explained by the short–run interest rate.
(ii) The estimated coefficients for the constant and slope in model (1) are individually different
from zero but they would not necessarily be jointly statistically different from zero.
(iii) The conditional variance of −v is approximately equal to 0.012.

(a) Only (i) and (ii) are true.

(b) The three statements are true.

(c) Only (i) and (iii) are true.

(d) Only (ii) and (iii) are true.
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27. (Problem 1) According OUTPUT 1 and assuming in model (1) all assumption in the classical
regression are holding:
(i) The 56% of the variance in v is explained by the short–run interest rate.
(ii) The variance of v, conditional on RS, is approximately equal to − (0.109142)2.
(iii) The conditional variance of −v is approximately equal to 0.012.

(a) Only (i) and (ii) are true.

(b) The three statements are true.

(c) Only (i) and (iii) are true.

(d) Only (ii) and (iii) are true.

28. (Problem 1) Using the specification of model (1) and under the evidence of the results:
(i) RS is clearly endogenous, since the estimated coefficient varies from −7 in OUTPUT 1 to
−6.5 in OUTPUT 2:.
(ii) Not only the estimation in OUTPUT 1 but also in OUTPUT 2 are consistent.
(iii) The estimates in OUTPUT 1 are more efficient than the ones in OUTPUT 2.

(a) Only (i) and (ii) are true.

(b) The three statements are false.

(c) Only (i) and (iii) are true.

(d) Only (ii) and (iii) are true.

29. (Problem 1) Using the specification of model (1) and under the evidence provide by the
results of several outputs, we can conclude that:
(i) RS is endogenous.
(ii) Only the estimates based on OUTPUT 1 are correct.
(iii) We do not have good instruments for RS that correlated with this variable.

(a) Only (i) and (ii) are true.

(b) The three statements are false.

(c) Only (i) and (iii) are true.

(d) Only (ii) and (iii) are true.

30. (Problem 1) Using the specification of model (1) and under the evidence provide by the
results of several outputs, we can conclude that:
(i) If RS was endogenous, RL would also be endogenous, since this last variable is correlated
with RS.
(ii) RS(−2) can not be a good instrument for RS, because it is correlated with the error term
in OUTPUT 2: given the fact that RS explicative variable.
(iii) RL and RS(−2) satisfy one condition to be instruments for RS, since they are jointly and
individually correlated with RS.

(a) Only (i) is true.

(b) The three statements are true.

(c) Only (iii) is true.

(d) Only (ii) is true.
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31. (Problem 1) Using the specification of model (1) and under the evidence provide by the
results of several outputs, we find evidence that:
(i) There is first order autocorrelation.
(ii) There is second order autocorrelation.
(iii) There is not autocorrelation of an order higher than 2, under the evidence provide by the
Durbin-Watson statistics in OUTPUT 1.

(a) Only (i) and (ii) are true.

(b) The three statements are false.

(c) Only (i) is true.

(d) Only (iii) is true.

32. (Problem 1) Using the specification of model (1) and under the evidence provide by the
results of several outputs:
(i) The estimated coefficients in OUTPUTS 1 and 6 should be equal between each other.
(ii) Although there is residual autocorrelation in the specification (1), we can ensure that RS
is statistically significant.
(iii) The statistics for the null hypothesis H0 : β2 = −1 is approximately equal to 0.29.

(a) Only (i) and (ii) are true.

(b) The three statements are false.

(c) Only (i) and (iii) are true.

(d) Only (ii) and (iii) are true.

33. (Problem 1) The specification in model (1)
(i) Constraints the impact of the short-run interest rate on the velocity of money to be constant.
(ii) Constraints the money demand elasticity to be constant in respect to the income.
(iii) Constraints the money demand elasticity to be one in respect to the income.

(a) Only (i) and (ii) are true.

(b) The three statements are true.

(c) Only (ii) and (iii) are true.

(d) Only (i) and (iii) are true.

34. (Problem 1) The specification in model (2)
(i) Constraints the impact of the short-run interest rate on the velocity of money to be constant.
(ii) Constraints the money demand elasticity to be constant in respect to the income.
(iii) Constraints the money demand elasticity to be one in respect to the income.

(a) Only (i) is true.

(b) The three statements are true.

(c) Only (ii) is true.

(d) Only (i) and (ii) are true.
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35. (Problem 1) The specification in model (2) in relationship to the results that have been
presented:
(i) There is evidence of conditional autocorrelation.
(ii) There is evidence of conditional heteroskedasticity.
(iii) We should follow our analysis base on the results from OUTPUT 7.

(a) Only (i) and (ii) are true.

(b) The three statements are true.

(c) Only (i) and (iii) are true.

(d) Only (ii) and (iii) are true.

36. (Problem 1) According the results presented in the specifications (1) and (2), we are able to
conclude:
(i) Income (Y ) is not relevant to explain the real money demand (M/P ).
(ii) At a 3% significance level, we reject the hypothesis that the income elasticity (Y ) of the
real money demand (M/P ) is one.
(iii) Income has significant impact on the velocity of money : for each percentage point that
income increases, keeping constant the interest rate, the velocity of money increases in approx-
imately 0.04%.

(a) Only (i) and (ii) are true.

(b) The three statements are false.

(c) Only (i) and (iii) are true.

(d) Only (ii) and (iii) are true.

37. (Problem 1) According the results presented in the specifications (1) and (2), we are able to
conclude:
(i) The real money demand (M/P ) depends on Income (Y ) and on the short–run interest rate
(RS).
(ii) At a 3% significance level, we reject the hypothesis that the income (Y ) elasticity of the
real money demand (M/P ) is one.
(iii) for each percentage point that income (Y ) increases, keeping constant the short–run interest
rate, the real money demand (M/P ) increases on average in 1%.

(a) Only (i) and (ii) are true.

(b) The three statements are false.

(c) Only (i) and (iii) are true.

(d) Only (ii) and (iii) are true.

38. (Problem 1) According the results presented in the specifications (1) and (2), we are able to
conclude:
(i) Estimations of specification (1) are inconsistent.
(ii) We should select the results from OUTPUT 7.
(iii) Estimations of specification (2) are inconsistent.

(a) Only (i) and (ii) are true.

(b) The three statements are false.

(c) Only (i) and (iii) are true.

(d) Only (ii) and (iii) are true.
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39. (Problem 1) According the results presented, the preferred estimation of the impact of a
percentage increases in the short–run interest rate on the velocity of money is::

(a) −7%.

(b) 7.33%.

(c) −7.33%.

(d) 7%.

40. (Problem 1) According the results presented, the preferred estimation of the income (Y )
elasticity of the real money demand (M/P ) is:

(a) −1.

(b) 1.04.

(c) −0.96.

(d) 1.
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TABLE 1: STANDARDIZED NORMAL DISTRIBUTION  
 
 
   Areas under the normal curve
 
 
 
 
 
 
 
 
 
 

Dev.
normal 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

Z
0.0 0.5000 0.4960 0.4920 0.4880 0.4840 0.4801 0.4761 0.4721 0.4681 0.4641
0.1 0.4602 0.4562 0.4522 0.4483 0.4443 0.4404 0.4364 0.4325 0.4286 0.4247
0.2 0.4207 0.4168 0.4129 0.4090 0.4052 0.4013 0.3974 0.3936 0.3897 0.3859
0.3 0.3821 0.3783 0.3745 0.3707 0.3669 0.3632 0.3594 0.3557 0.3520 0.3483
0.4 0.3446 0.3409 0.3372 0.3336 0.3300 0.3264 0.3228 0.3192 0.3156 0.3121

0.5 0.3085 0.3050 0.3015 0.2981 0.2946 0.2912 0.2877 0.2843 0.2810 0.2776
0.6 0.2743 0.2709 0.2676 0.2643 0.2611 0.2578 0.2546 0.2514 0.2483 0.2451
0.7 0.2420 0.2389 0.2358 0.2327 0.2296 0.2266 0.2236 0.2206 0.2177 0.2148
0.8 0.2119 0.2090 0.2061 0.2033 0.2005 0.1977 0.1949 0.1922 0.1894 0.1867
0.9 0.1841 0.1814 0.1788 0.1762 0.1736 0.1711 0.1685 0.1660 0.1635 0.1611

1.0 0.1587 0.1562 0.1539 0.1515 0.1492 0.1469 0.1446 0.1423 0.1401 0.1379
1.1 0.1357 0.1335 0.1314 0.1292 0.1271 0.1251 0.1230 0.1210 0.1190 0.1170
1.2 0.1151 0.1131 0.1112 0.1093 0.1075 0.1056 0.1038 0.1020 0.1003 0.0985
1.3 0.0968 0.0951 0.0934 0.0918 0.0901 0.0885 0.0869 0.0853 0.0838 0.0823
1.4 0.0808 0.0793 0.0778 0.0764 0.0749 0.0735 0.0721 0.0708 0.0694 0.0681

1.5 0.0668 0.0655 0.0643 0.0630 0.0618 0.0606 0.0594 0.0582 0.0571 0.0559
1.6 0.0548 0.0537 0.0526 0.0516 0.0505 0.0495 0.0485 0.0475 0.0465 0.0455
1.7 0.0446 0.0436 0.0427 0.0418 0.0409 0.0401 0.0392 0.0384 0.0375 0.0367
1.8 0.0359 0.0351 0.0344 0.0336 0.0329 0.0322 0.0314 0.0307 0.0301 0.0294
1.9 0.0287 0.0281 0.0274 0.0268 0.0262 0.0256 0.0250 0.0244 0.0239 0.0233

2.0 0.0228 0.0222 0.0217 0.0212 0.0207 0.0202 0.0197 0.0192 0.0188 0.0183
2.1 0.0179 0.0174 0.0170 0.0166 0.0162 0.0158 0.0154 0.0150 0.0146 0.0143
2.2 0.0139 0.0136 0.0132 0.0129 0.0125 0.0122 0.0119 0.0116 0.0113 0.0110
2.3 0.0107 0.0104 0.0102 0.0099 0.0096 0.0094 0.0091 0.0089 0.0087 0.0084
2.4 0.0082 0.0080 0.0078 0.0075 0.0073 0.0071 0.0069 0.0068 0.0066 0.0064

2.5 0.0062 0.0060 0.0059 0.0057 0.0055 0.0054 0.0052 0.0051 0.0049 0.0048
2.6 0.0047 0.0045 0.0044 0.0043 0.0041 0.0040 0.0039 0.0038 0.0037 0.0036
2.7 0.0035 0.0034 0.0033 0.0032 0.0031 0.0030 0.0029 0.0028 0.0027 0.0026
2.8 0.0026 0.0025 0.0024 0.0023 0.0023 0.0022 0.0021 0.0021 0.0020 0.0019
2.9 0.0019 0.0018 0.0018 0.0017 0.0016 0.0016 0.0015 0.0015 0.0014 0.0014
3.0 0.0013 0.0013 0.0013 0.0012 0.0012 0.0011 0.0011 0.0011 0.0010 0.0010  

Example: 
 

Z
X

 
� P

V
 

 
P [Z > 1] = 0.1587 
P [Z > 1.96] = 0.0250 

 



 

 

TABLE 2:  DISTRIBUTION F
� 2 

Percentage points of the distribution � 2 

 

 

 

 

 

 

 

 

0.995 0.99 0.975 0.95 0.9 0.75 0.5 0.25 0.1 0.05 0.025 0.01 0.005

1 3.93E-05 1.57E-04 9.82E-04 3.93E-03 1.58E-02 0.102 0.455 1.323 2.71 3.84 5.02 6.63 7.88 1
2 1.00E-02 2.01E-02 5.06E-02 0.103 0.211 0.575 1.386 2.77 4.61 5.99 7.38 9.21 10.60 2
3 7.17E-02 0.115 0.216 0.352 0.584 1.213 2.37 4.11 6.25 7.81 9.35 11.34 12.84 3
4 0.207 0.297 0.484 0.711 1.064 1.923 3.36 5.39 7.78 9.49 11.14 13.28 14.86 4
5 0.412 0.554 0.831 1.145 1.610 2.67 4.35 6.63 9.24 11.07 12.83 15.09 16.75 5

6 0.676 0.872 1.237 1.635 2.20 3.45 5.35 7.84 10.64 12.59 14.45 16.81 18.55 6
7 0.989 1.239 1.690 2.17 2.83 4.25 6.35 9.04 12.02 14.07 16.01 18.48 20.3 7
8 1.344 1.647 2.18 2.73 3.49 5.07 7.34 10.22 13.36 15.51 17.53 20.1 22.0 8
9 1.735 2.09 2.70 3.33 4.17 5.90 8.34 11.39 14.68 16.92 19.02 21.7 23.6 9
10 2.16 2.56 3.25 3.94 4.87 6.74 9.34 12.55 15.99 18.31 20.5 23.2 25.2 10

11 2.60 3.05 3.82 4.57 5.58 7.58 10.34 13.70 17.28 19.68 21.9 24.7 26.8 11
12 3.07 3.57 4.40 5.23 6.30 8.44 11.34 14.85 18.55 21.0 23.3 26.2 28.3 12
13 3.57 4.11 5.01 5.89 7.04 9.30 12.34 15.98 19.81 22.4 24.7 27.7 29.8 13
14 4.07 4.66 5.63 6.57 7.79 10.17 13.34 17.12 21.1 23.7 26.1 29.1 31.3 14
15 4.60 5.23 6.26 7.26 8.55 11.04 14.34 18.25 22.3 25.0 27.5 30.6 32.8 15

16 5.14 5.81 6.91 7.96 9.31 11.91 15.34 19.37 23.5 26.3 28.8 32.0 34.3 16
17 5.70 6.41 7.56 8.67 10.09 12.79 16.34 20.5 24.8 27.6 30.2 33.4 35.7 17
18 6.26 7.01 8.23 9.39 10.86 13.68 17.34 21.6 26.0 28.9 31.5 34.8 37.2 18
19 6.84 7.63 8.91 10.12 11.65 14.56 18.34 22.7 27.2 30.1 32.9 36.2 38.6 19
20 7.43 8.26 9.59 10.85 12.44 15.45 19.34 23.8 28.4 31.4 34.2 37.6 40.0 20

21 8.03 8.90 10.28 11.59 13.24 16.34 20.3 24.9 29.6 32.7 35.5 38.9 41.4 21
22 8.64 9.54 10.98 12.34 14.04 17.24 21.3 26.0 30.8 33.9 36.8 40.3 42.8 22
23 9.26 10.20 11.69 13.09 14.85 18.14 22.3 27.1 32.0 35.2 38.1 41.6 44.2 23
24 9.89 10.86 12.40 13.85 15.66 19.04 23.3 28.2 33.2 36.4 39.4 43.0 45.6 24
25 10.52 11.52 13.12 14.61 16.47 19.94 24.3 29.3 34.4 37.7 40.6 44.3 46.9 25

26 11.16 12.20 13.84 15.38 17.29 20.8 25.3 30.4 35.6 38.9 41.9 45.6 48.3 26
27 11.81 12.88 14.57 16.15 18.11 21.7 26.3 31.5 36.7 40.1 43.2 47.0 49.6 27
28 12.46 13.56 15.31 16.93 18.94 22.7 27.3 32.6 37.9 41.3 44.5 48.3 51.0 28
29 13.12 14.26 16.05 17.71 19.77 23.6 28.3 33.7 39.1 42.6 45.7 49.6 52.3 29
30 13.79 14.95 16.79 18.49 20.6 24.5 29.3 34.8 40.3 43.8 47.0 50.9 53.7 30

40 20.7 22.2 24.4 26.5 29.1 33.7 39.3 45.6 51.8 55.8 59.3 63.7 66.8 40
50 28.0 29.7 32.4 34.8 37.7 42.9 49.3 56.3 63.2 67.5 71.4 76.2 79.5 50
60 35.5 37.5 40.5 43.2 46.5 52.3 59.3 67.0 74.4 79.1 83.3 88.4 92.0 60
70 43.3 45.4 48.8 51.7 55.3 61.7 69.3 77.6 85.5 90.5 95.0 100.4 104.2 70

80 51.2 53.5 57.2 60.4 64.3 71.1 79.3 88.1 96.6 101.9 106.6 112.3 116.3 80
90 59.2 61.8 65.6 69.1 73.3 80.6 89.3 98.6 107.6 113.1 118.1 124.1 128.3 90

100 67.3 70.1 74.2 77.9 82.4 90.1 99.3 109.1 118.5 124.3 129.6 135.8 140.2 100

-2.58 -2.33 -1.96 -1.64 -1.28 -0.674 0.000 0.674 1.282 1.645 1.96 2.33 2.58

 
For �  > 100 take � 2 = � �1

2

2
2 1Z � I� �  . Z �  is the standardized normal deviation that corresponds to 

the significance level, which is shown in the upper part of the table.

�
 
π π �

 

Z �  Z �  

Example: 
For 

�
 = 10 degrees of 

freedom 
 
P [ � 2 > 15.99] = 0.10 

 




