UC3M. MSc Economic Analysis. Econometrics II, 2009/10 September, 2010

Econometrics IT - EXAM

Answer each question in separate sheets in three hours

1. Consider the two linear simultaneous equations (G = 2) system with two exogenous variables
z=(z1,2) (K=2),

Y111 T Y2712 21011 + 22012 = wy
Y1Yo1 + Y20 + 21021 + 22022 = U

where, u = (uy,us)’,

Eluu]=% =

oi o1 T — Y11 V21

on o3 |’ Y12 V22

(a) Using the standard normalization in T', write the general form of the order and rank conditions
for single equation identification and for system identification.

Then, stating the implied restrictions on the system parameters, check the identification of
the above system and state your recommended estimation method in the following cases:

A different exogenous variable is omitted from each structural equation.

The variable z, does not appear in the system.

)

(c)

(d) Neither z; nor zo appear in the first equation.
) T'is constrained to be symmetric and the coefficient of z; is the same in both equations.
)

I is constrained to be lower triangular (with diagonal elements equal to 1) and ¥ is diago-
nal. In this case explain how you would estimate the structural form parameters from the
estimation of the reduced form. Are these estimates efficient in general? And if you further
assume the restrictions on (a)?
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2. Consider the following model with lagged endogenous variables and correlated error term,
Yo = [2p Yo 1B +ue,  up = ugy + vy,
!/

where the v, are IID, zero mean and Evz;] = 0 all ¢, j, and set 8 = (,B’Z,ﬁy)

(a) Under which conditions is u; strictly and covariance stationary? Find the autocovariance
function of u; in the latter case and calculate

1 T
\/thzlut‘| .

(b) Study the consistency properties of the OLS estimate of 3.

lim Var
T—o0

(c) Define a GMM estimate of 3 exploiting the restrictions E[v;z;] = 0 all ¢, j, and study its
consistency and asymptotic distribution.

(d) Study the consistency and asymptotic distribution of the OLS estimate of 3, using the
transformed model

yr =z y 0B +ur, t=2,....T,

where
* J—
Yy = Yt — QY1
zZ; = Zy— Qz
* _
Uy = Ut — QUL_—1.-
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3. Consider a zero mean (scalar) time series MA(1) model,
Ty = 005t + 918t_1
where g; ~ IndependentN (0,1).

(a) Find the autocovariance sequence for x; in terms of the parameters 6y and 6;.

(b) Given asample of z;,t = 1,...,T, define the corresponding (generalized) moment estimates of
the parameters 6 = (6, 01)/ in terms of the previous nonzero autocovariances, and investigate
the rank condition for identification and the asymptotic properties of the estimates. [Hint:
E [2*] =202 if z ~ N (0,02)].

(c) Propose an iterative scheme to obtain the GMM estimates of § and a Wald test for Hy,

H0:91:0.

(d) Consider restricted estimation of § under Hy, and propose a Lagrange Multiplier test for Hy.
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Econometrics II - EXAM Outline Solutions
Answer each question in separate sheets in three hours

1. Consider the two linear simultaneous equations (G = 2) system with two exogenous variables z =
(21,22) (K =2),

Y1711 T Y2Y12 + 21011 + 22012 = wy
Y1V21 + Y2Y22 + 21021 + 22022 = ug

where, u = (uy,up)’

(a)

Euw'|=%Y =

of o r— | 72
o1 03 |’ Y12 V22
Using the standard normalization in T', write the general form of the order and rank condi-

tions for single equation identification and for system identification.

Imposing the normalization v;; = 749 = 1, these are:

Single equation: rank[R1B] = G — 1, with R;8; = 0. Order condition: rank[R4] > G — 1.
System: rank[R (I¢ ® B)] = G (G — 1), with restrictions R3 = 0, 3 = vec[B]. Order condi-
tion: rank[R] > G (G —1).

Then, stating the implied restrictions on the system parameters, check the identification of
the above system and state your recommended estimation method in the following cases:

A different exogenous variable is omitted from each structural equation.

For example, 012 = d21 = 0. Each equation (just) identified if these variables are in the other
equations, i.e. if da3 # 0 (for eq. 1) and 11 # 0 (for eq.2).

The variable zo does not appear in the system.

012 = 022 = 0. Rank conditions fail: no single equation identified.

Neither z1 nor zy appear in the first equation.

011 = 012 = 0. First equation overidentified if d21d20 # 0 (just identified if d2; # 0 or and
022 # 0 ). Second equation not identified.

I" is constrained to be symmetric and the coefficient of z, is the same in both equations.

Y12 = Va1, 011 = 021. This corresponds to
1 _
R — 0 0 0 10 0 O ,
001 0 0 0 —-10
so, with B = (711,712,011, 012, Va1, Va2, 021, 622)/, we obtain that

Y12 Y22 —7Y11 721 Y12 —1 1 Y12
Ie ) < 011 021 —011 —da > < 011 o —O0n  —0u >

which is of rank 2 (2 — 1) = 2, if any two vectors are linearly independent, ie. if §17 # 0 and
Y19 # —1, so the system would be (just) identified.
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(f) T is constrained to be lower triangular (with diagonal elements equal to 1) and ¥ is diag-
onal. In this case explain how you would estimate the structural form parameters from the
estimation of the reduced form. Are these estimates efficient in general? And if you further
assume the restrictions on (a)?

Y15 = 0 : this is a triangular system: (just) identified (since y; is exogenous in the second
equation).

We can estimate the reduced form
y=I'x+v,

where II = AT™!, by OLS and the covariance matrix E[vv'] = A = I'"!ST'"! using OLS
residuals. In this case we have that

I — Y11 o1 | _ 1 0 . so ! — 1 0 ’
Y12 V22 Y12 1 Y12 1

o 012 - a? 0
oy 03 0 o3

and therefore from IT = AT'"! we obtain 4 equations and from A = I'"'XI'"! we obtain

and

2:

another 3 equations (because of symmetry), and we have 7 unknowns (1 element in T, 4 in
A. and 2 in X). In particular note that

I =712 of 0 1 0

0 1 0 o3 —Y1g 1

of 71203 Loy _ of (1=7%) —71203

0 o3 712 1 71203 o3 ’

we obtain three equations for three unknowns (03,7,5,03) .

I\/*lzl-\fl

Regarding the estimation method, when the system is identified, and if we can not assume
some form of conditional homoskedasticity, i.e. E[u u’|x] = E[u u’] = X, then we should
rely on system efficient system GMM (chi-square) estimates using W, = E [Xu u/X’}_1
with X = (I ® x) and the corresponding restrictions. Otherwise we could also use 3SLS.

In case (d) we can only use efficient single equation GMM for the first one.

In the just identified cases we have that system GMM is equal to System IV (and 3SLS to
2SLS).
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2. Consider the following model with lagged endogenous variables and correlated error term,
Yo = 2y yialB+u,  w = augy + oy,
where the vy are IID, zero mean and Elv,z;] =0 all t, j, and set = (ﬁ’z,ﬁy),.

(a) Under which conditions is u; strictly and covariance stationary? Find the autocovariance
function of u; in the latter case and calculate

uy is strictly stationary if |a| < 1 and and cov. stationary if it further £ [vt] < 00. Ut is an
AR (1) process, so that the ACF is given by p, (j) = a/. Then

T oo
lim Var | —— = 0. r ()
] - 5
o? =
_ v j_
= 2Za 1
7=0
o? 2 o? 2—-1+4+a«
= v _— 1 = v
1—a?2 \1—« 1—a? 11—«
B o2 (1 + a) o
-+ \1-a) (1-a)*
(b) Study the consistency properties of the OLS estimate of .
The OLS is inconsistent when a # 0 (or 02 # 0) because
E(yi—1us) = E (([Zifl Yi—2|B + 'U'tfl) (aui—1 + Ut))

= E((y—28, + u—1) (Qus—1 + 1))
= aB,E (Yr—2usi—1) + E (us—1 (qus—1 +vy))
= E(y—1w)+aol,

2
aos,

1-aB,

(c) Define a GMM estimate of [ exploiting the restrictions Elviz;] = 0 all t, j, and study its
consistency and asymptotic distribution.
!
A GMM estimate can be defined for instruments x; := (zt,z;” 1) , where le is not in-

cluding the intercept (which guarantees that E[v;] = 0, all t), since F [x;u;] = 0, by means
of

T T -l
BT,GMM = Br (WT> = (Z [ “ 1 ZtX;WTZXt[Z; yt—1]> Z l

Yi-1 t=1 =1

T
] x;VAVT Z XYy
t=1
for a particular weighting matrix Wi — W > 0.
If the z; are strictly exogenous we could use an enlarged set of IV’s for y;_1, with leads and
lags of z;, and also we could include some lags of y;, such as y;_o, y4—3,...
The complication in the asymptotics resides in the fact that the sequence x;u; need not be
uncorrelated, so Newey-West type of asymptotic variances show up.
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(d) Study the consistency and asymptotic distribution of the OLS estimate of 3, using the trans-

formed model
yr =z yia B+, t=2,....T,

where
* —
Y = Yt — QY1
zZ; = Z;— Qz
*
Uy = U — QAUt—1-

This model is equivalent to the model
yi =z yiB+v, t=2,...,T,

where the error term v, is IID and independent of the regressors, so OLS is consistent under
the appropriate rank condition on the second moment matrix of [z’ y;_,]', E ([z}" yi_1)'[z7 vi_1])
In this case the asymptotic covariance matrix of the OLS estimates depend on E ([z}’ y;_1]'[z;" y;_1]v?) .
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3. Consider a zero mean (scalar) time series MA(1) model,
xp = Ooep + 01641
where &, ~ IndependentN (0,1).

(a) Find the autocovariance sequence for x; in terms of the parameters 6y and 0.

x4 is a MA(1) process, so

7. (0) = 6 +67
Y. (1) = 6obs
and 7, (j) = 0, |jl > 1.
(b) Given a sample of xy, t =1,...,T, define the corresponding (generalized) moment estimates

of the parameters 6§ = (90,91)/ in terms of the previous nonzero autocovariances, and in-
vestigate the rank condition for identification and the asymptotic properties of the estimates.
[Hint: E [z*] =202 if 2~ N (0,02)].

The GMM estimate is defined in terms of £ [mt (90)] =0 for the true 0°, where

77— (05 +67)

T4 x—1 — G

Then we find that
0

2(0)=E [ae'mt (9)] - l :2:10 :2;01 ] |

which is of rank 2 as far as 61 # 6y (in which case the MA polynomial has a unit root).

The GMM estimates minimize

1 & (1
:{T;mt(b)} {T;mt(b)}

(note that the model is just identified, so we can set weighting W = I wlog) so we need to
consider the distribution of

(65 +67)
0 0
:r’l/2 th (¢) T1/2 Z l TyTy_1 — 9091 T1/2 Z Ve

where v; is no independent nor Gaussian, but zero mean and with finite dependence be-

cause xz; is M A (1), so independent at lags larger than 1. Then we need a general CLT for
T-1/25"T m; (B,) and its AVar V would involve all the autocorrelations of v.
Then, noting that
200 26
= (00) =" o 0
01 0

under Hy, T/? (B — B()) —q N (O,Avar (9>)Where Avar (9) is
’ -1 / /
2908 200? 2908 200? 2008 23}? v 2008 290? 2008 23}? 2908 290?
07 b 07 b 07 b 07 0o 07 b 07 b

[ 00 20 ] [ 208 208 '
I 61 6 |

—1




UC3M. MSc Economic Analysis. Econometrics II, 2009/10 September, 2010

(¢) Propose an iterative scheme to obtain the GMM estimates of 0 and a Wald test for Hy,

H0:01:0.

GM M numerical approximation:

it (3 00) 5 (00)) S 0) S )

where

_ 0 —200 —264

= (0) = 9) =

()= me0) [ oo ]
so that

~ ~ —1 ~ ~ /
0, = 01— *%901‘—1 *%911‘—1 lz *2}901’—1 *2}911—1 (Gol L0, 1)
=011 —0oi1 T~ | —b1 —0oi 221 — Ogi—101:_1

Since under the null T%/QélT —4 N (0,V11) we have that
Wald = TO 12Vt —ax2

for a consistent V1.

(d) Consider restricted estimation of 6 under Hy, and propose a Lagrange Multiplier test for
Hy.
The restricted estimation fixes §; = 0, so that we consider the following GMM objective
function and estimate

Gy = argminQr (b 0))_argmbmlzmt((b,O))’%th((b,O))

1« i
— : 2 _ p2
= argmbln{T E (xt—ﬂo)} .
t=1
Then the LM test is

bty =150 (09)) 75 (@1, (101))) @ (o))

where

Qra, ((00:0)) = %QT(%:(@O@)/

T 2 2
2 — (05 +067)

ZeTi—1 — 001

t=1 9:(5070)/ t=1
T ~
- 51 A 5 ol I
T =1 TtLt—1 T — —00
P
ey
= T F TtTt—1
T o
= 20097 (1)
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and AVar (QT,gl ((éO,O))) is given, under Hy : 6; = 0 (so that z; is Gaussian White
Noise) and 6 : Var [z1] —p 00 = Var [z,] under Hy, by

405V ar

T e’}

1

T1/2 Zwtwtll = 46 E Cov (T4xp—1,Tp—jTy—1—j)
=1

j=—o0

= 46;.

Then, using AVar = 4@3,

T 2 T 2
-2 (1 1 TLy— .
LMT = T90 (T E l‘tZUt_1> = <Tl/2 E tét 1) = TpT (1)2 —d X%,
t=1 0

t=1

under Hy, which is the first standardized autocorrelation coefficient squared.

10



