UC3M. MSc Economic Analysis. Econometrics II, 2009/10 July 2nd, 2010

Econometrics IT - EXAM

Answer each question in separate sheets in three hours

1. Consider the unobserved effects model for a randomly drawn cross section observation ¢,

yit:X;tﬂ+Ci+uit7 tzl,...,T.

Denote x; = (x},...,%}p)" and u; = (w1, ..., ur) . Assume that the following conditions hold:
(i)  Bluglxi,c] = 0, t=1,...,T
(12) Elcilx;] = 0.

(a) Interpret conditions (i) and (i4). Do they guarantee consistency of OLS estimates when
regressing y;; on x;; for i = 1,...,n,t = 1,...,T? Would your conclusions change if you
change (i) by (ix)?

(ix) BEluy|x;] =0.

And if condition (4¢) is replaced by (iix)?

And if condition (¢4) is replaced by (@i * *)?
(17 % %) Ele;|xi] = x56.
(b) Find E(v;vi|x;) and E(v;v}), vi = (vi1,...,vir),
Vit = Ut + Cj
under (i) — (i), with
(i19) Ewullx;,c;] = E[uu}]
(iv) B(cflxi) = E(c).

and analyze the asymptotic properties of the corresponding feasible GLS estimate of 5 based
on consistent estimates of E(v;v}).

(c) Is the customary Random Effects estimator consistent under (¢)—(iv)? If so, which estimate is
more efficient asymptotically, the Random Effects estimate or the GLS estimate you proposed

in (b)?
(d) Could you use usual diagnostics from the Pooled OLS under (i) — (iv)? And under (i) — (v)?

(U) E [uiu;|xi, Ci] = O'iIT

(e) Find E(v;v}|x;) and E(v;v}) under (i) — (v) and under (ix), (i) — (v).
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2. Consider the nonlinear simultaneous equation model

Yio= Y2 +7sYs "t 0nen + 01222 +u (1)

Y2 = YY1 + 02222 +us. (2)

(a) Study the identification of the system when ;4 = 2 and 612 = 0 are known and it is assumed
that B(u;|z) = E(ug|z) = 0.

(b) Repeat the previous analysis when we do not have information on the value of d12 (but still
Y14 = 2 is known).

(¢) Consider now the situation where it is known that d12 = 0, but we do not have information
on v, and it has to be estimated along other parameters in the vector

2 2/
0= (7127719”V147511’7217522,01702) )

where E(u?) = 0%, E(u3) = o3.

Analyze the identification of the system provided by the four sets of moment conditions given
by E(u1z) = E(usz) = 0 and E((u} — 0%) z) =0, E((u3 — 03)z) = 0.

Is any equation identified when 7,, = 0 (but this is unknown).

(d) Repeat the analysis of part (c¢) when 7,4, = 1 (but this is unknown).
(e) Repeat the analysis of part (¢) when it is known that 617 = da2.
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3. Given zero mean (scalar) time series data x¢, t = 1,...,T we wish to test the null hypothesis of
first order uncorrelation
HO P11 = 0.

For that we consider the moment conditions

_ w%faz _ o2
mt(ﬁ)_ [ xtﬂ?t—l—pﬂ?? 1; B_ [ 1 ‘|

where o2 is the variance of z; and p,0? is the first-order autocovariance.

(a) Investigate the identification of the parameters o2 and p;.
(b) Obtain the asymptotic distribution of the GMM estimates of o2 and p; under Hy when
is N (0,0?). Hint: E [2*] =201 if 2 ~ N (0,02)].
(c) Propose and iterative scheme to obtain the GMM estimates of 5 and a Wald test for Hy.
(d) Consider now the enlarged set of moment conditions
x; —0
My (0) = | wpwe 1 — /)102
TtXTt—2 — Po0 2

where 6 = (02, P1s p2)/ with p; and p, the first and second order autocorrelation coefficients,
resp. Consider restricted estimation of 6 using M (0) under H{,

Hj:py=0

and propose a Lagrange Multiplier test for Hj.

(e) Study the asymptotic distribution of the GMM estimates of 02 and p; defined by m; (3) in
(b) when Hy does not hold, p; # 0, and any additional conditions you may require.
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Econometrics II - EXAM Outline Solutions
Answer each question in separate sheets in three hours

1. Consider the unobserved effects model for a randomly drawn cross section observation 1,

Yie =X, B4 +uy, t=1,...,T.

Denote x; = (xjy,. .. 7X;'T)/ and u; = (U1, .- . ,uiT)/. Assume that the following conditions hold
(1)  Bluglxi,¢] = 0, t=1,....,T
(i1) E[ci|x;] = 0.

(a) Interpret conditions (i) and (it). Do they guarantee consistency of OLS estimates when
regressing yir on xy fori=1,... ,n, t=1,...,T7
Yes, consistent as E [¢; + w;|x;] = 0 and an appropriate rank condition holds, Zthl E [x;¢x},] >
0.
Would your conclusions change if you change (i) by (ix)?

(Z*) E [uit|xi] =0.

No, E [¢; + uit|x;] = 0 still holds.
And if condition (i%) is replaced by (iix)?

(i) Z c; =0.
i=1
Yes, because we can not establish T [¢; + u;|x;] = 0.
And if condition (i7) is replaced by (i * )¢
(17 % %) Ele;|xi] = x}6.
Yes, now POLS is inconsistent.
(b) Find E(vivi|x;) and E(viv), vi = (vi1, - .., vir)’,
Vit = Uit + C;
under (i) — (iv), with
(ZZ’L) E [uiuﬂxi, Ci] = [E [ulu;]
(iv) E(Cf\xz) = E(czz)
and analyze the asymptotic properties of the corresponding feasible GLS estimate of (3 based
on consistent estimates of E(v;v}).
E(Vivﬂxi) = ( ( |Xt) .7T.7T + 2E(Ctuz|xl)
= E(wuix;) + ( |Xz) Jrir
E(uu)) + (C )JTJT
= E(v;v})

u;ulx;) +

Djm

by (i). GLS is as usual, under E [XQ'X'] > 0, with unrestricted E (v;v}) = €, where we
can check that E [XQ~'v] = 0 by (i) and (ii) (assuming E [XQ~'X'] > 0). Estimates of
2 > 0 can be obtained from POLS residuals.
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()

Is the customary Random Effects estimator consistent under (i) — (iv)?
Yes, because E [XAflv] =0 for any A > 0.
If so, which estimate is more efficient asymptotically, the Random Effects estimate or the
GLS estimate you proposed in (b)?
In this case there is no guarantee that the RE is using the right weighting, while the feasible
GLS is, so this one should be more efficient.
Could you use usual diagnostics and s.e.’s from the Pooled OLS under (i) — (iv)?
No, because (iv) does not guarantee time uncorrelation of w;;.
And under (i) — (v)?
(v) Bwul|x;, c;] = oI
Still no, because the individual effects always induce serial dependence in v;;.
Find E(v;vi|x;) and E(v;v}) under (i) — (v)

This produces the usual RE variance,
E(vivix;) = 021 + E(c}) jrip.

and under (ix), (i1) — (v).
In this case E(c;u;]x;) is not necessarily zero, which is implied by (i), so additional terms
show up in all elements of Q.

2. Consider the simultaneous equation model

(a)

Y1 = Yia¥2 + Yi3Yat + 01121 + 1222 + us (3)

Y2 Yo1Y1 + 02222 + us. (4)

Study the identification of the system when v,4 = 2 and §12 = 0 are known and it is assumed
that E(u1|z) = E(uz|z) = 0.

See lecture notes and Wooldridge.

The second equation is always identified as far as d12 # 0, while the first one is identified for
any value of v, as far as dao # 0, since 2o is a valid instrument for y always, and 27, 23 and
2129 are instruments for y%

Repeat the previous analysis when we do not have information on the value of 012 (but still
Y14 = 2 is known).

See lectures notes and Wooldridge.

The second equation is always identified as far as d12 # 0, while the first one is identified
only for 7,5 # 0 (and 22 # 0) since when the model is linear there are no valid instruments
for yo.

Consider now the situation where it is known that §12 = 0, but we do not have information

on 14 and it has to be estimated along other parameters in the vector

2 _2\/
0 = (7127’713?7147611a7217522a01702) )

where E(u?) = 02, E(u3) = 03.

Analyze the identification of the system provided by the four moment conditions given by
E(u1z) = E(uzz) = 0 and E((u —0}) 2) =0, E((u3 — 03) 2) = 0, when vy, = 0 (but this
is unknown).
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We have that the general moment condition for the whole system (the analysis could be done
equation by equation since there are no cross-equations restrictions),

zu; (0) z (Y1 — Y12¥2 — V135 — 01121)
EIM (0 I zus (0) B z (Y2 — Y191 — 02222)
= = 1 2 =0
M ()] z [uf (0) — 03] z {(yl —Vi2¥2 — V13¥a " —dniz1) — Uﬂ
z[u3 (6) — 03] z [(92 — Yory1 — 0222)” — U%]
Now we can consider the 8 x 8 matrix
Y2 Yo't —1sYstlogys —21 0 0 0 0
0 0 0 0 0o - — 0 0
M) = . b T 2z
00 2uy (0) ( —y2 Yo't —Yi3Yptlogys —z1 0 0) -1 0
2u2 (9) ( 0 0 0 0 —Y1 —Z9 ) 0 -1
We need the expectation of this matrix at 8y to be full column rank to have local identification,
but in the general case this depends on the cross moments between the variables of the system.
Ify,=0
—Ya -1 —v3logys —2z1 0 0 0 0
0 0 0 0 0o - — 0 0
E| L M@y =E o= ®z
00 2ur( —y2 -1 —vy3logys —2 0 0) -1 0
2U2( 0 0 0 0 —U1 —Z9 ) 0 -1
If v;4 = 0 then the model is linear and
Y1 = Y12¥2 + 713 + 01121 +ur.
From this expression and the corresponding (linear) reduced forms we cuold obtain all mo-
ments involving the variables y;, u; and z;, and we can check whether the matrix F [%M (00)]
is of full column rank. A necessary condition is that v, # 0, because otherwise the matrix
has a column of zeros and 6y would not be identified by the moment conditions.
Repeat the analysis of part (¢) but only changing that v,, = 1 (but this is unknown). Discuss
also the identification of each of the equations on its own.
If v;4 = 1, then the first equation has colinear regressors,
Y1 = Yi2Y2 + V1aY2 + 01121 + Uy
and cannot be identified either. We can check this by
—Y2 —y2  —7Yiz¥2logya -z 0 0 0 0
0 0 0 0 0o - — 0 0
F |:,M (90):| =F Y1 z2 ®z
00 2uq (9) ( —Y2 —Y2  —Y13Y2 IOg Y2 —z21 0 0 ) -1 0
2u2 (9) ( 0 0 0 0 —Yi1 —Z2 ) 0 -1

and we can observe that the first two columns are the same, so rank is at most 7.

All these problems affect the first equation, the second one is always identified as far as
012 # 0 (0 if 13 # 0 and 23 no constant wpl in case (c)).

Repeat the analysis of part (¢) when it is known that 611 = da2.

Now we can consider a reparametrization in terms of

* 2 _2y/
0" = ('712/713,714’511»’?21a01a0'2) )
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eliminating do2 from the system. Now the analysis can not be done equation by equation
since there are cross-equations restrictions: the parameter §1; shows up in two equations,

zuy (0) z (Y1 — V12Y2 — V13> — O1121)
— —01122)
zug (6) z (Y2 — YY1 1122
E[M (0)] .= F =F ) 2
M (0] z [U% 0) — 0%] z {(yl — Y12Y2 — ngy; ‘= 51121) - Uﬂ
Z [u% (0) - U%] VA |:(y2 — Y2191 — 51122)2 — O‘%]
Now we can consider the 8 x 8 matrix
Y14 Y14
—Y2 =Yy —Y13Y2 ' logys  —z 0 0 0
0 0 0 0 -2 —-y1 0 0
— M (0) =
06’ ) 2uy (0) (—y2 —ya —vyi3ystlogys —2 0 ) -1 0 ®z
QUQ (9) ( 0 0 0 —Z2 —UY1 ) 0 -1
so when vy, =0
—Y2 -1 —yzlogys —21 0 0 0
0 _ _
E [,M(9o)} =F 0 0 0 22 vn 0 0 oz,
a0 2ur( —y2 -1 —yzlogys —2zz 0 ) -1 0
2’11,2( 0 0 0 —Z2 —UY1 ) 0 -1

which can be of rank 7 if 7,5 # 0, so identification is possible because §* has dimension 7 now.

3. Given zero mean (scalar) time series data xy, t = 1,...,T we wish to test the null hypothesis of
first order uncorrelation
Hy:p=0.

For that we consider the moment conditions

o Z‘?—O’z - O'2
mt(ﬁ)_[$t$t1_p02‘|7 5_[ p]

where o is the variance of x; and po? is the first-order autocovariance.

(a) Investigate the identification of the parameters o* and p.
For that we can consider the derivatives of the moment condition

=) =B | e (5)] = [ S 1

so 2 (f3,) which is full rank if o3 > 0, with no restrictions on p, or on the distribution of z;,
so 3 is locally identified if o2 > 0.

(b) Obtain the asymptotic distribution of the GMM estimates of o and p under Hy with weight-
ing Wr = I when z; is N (0,0?) . [Hint: E [2*] =202 if z~ N (0,02)].

The GMM estimates minimize
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so we need to consider the distribution of

2

T
2 _ 52
Tl/ZZ (Bo) = TWZ::[ TiTy_1 1

Note that the model is just identified, so we can set weighting W = Iy wlog.

Since z; is Gaussian and under the null p = 0, we could assume that all autocorrelations
p(j) =0, j#0, so that z; ~ iid (0,03) , 7 — 0 ~ iid (0, py) where i, = E {(3:? B g%)z} _
E [x4] — 0% =200, Tywp_y ~ iid (0 00) Then

T
1 Z 20% 0
T2 t=1 o) Za N (07 [ 0 o ])

because E [(zf - JO) ztxt_l] =F [z?:ct_l] —03E [xymy—1) = E [xﬂ E[z;—1] — 0= 0. Other-
wise, if higher order p (j) # 0 for j # 0, then we need a more general CLT for T—1/2 Zthl me (Bo)
and its AVar would involve all these autocorrelations.

Then, noting that
- - 1 0
= (BO) - [ 0 o_% ‘|

under Hy,

T'/? (B — 60) —q N (O,Avar (B))
where Avar (B) is

-1

1 o] 1 o 1 0] 204 0][1 o0 1 o] 1 o
0 o 0 o 0 o? 0 o} 0 o 0 o 0 o
10 208 0 1 0 | |20 0
0 ot 0 ol 0 o | | 0 1|

(¢) Propose an iterative scheme to obtain the GMM estimates of 8 and a Wald test for Hy.

GM M numerical approximation:

zaifsi_l(zf( )= (5 ))12&('

=
i
SN—
E
N
=
_
SN—

t t=1
where
=1 (3) = 5 me (9 [j; _H
so that
/ 1 I 2 3
5 - Bz_l—( P A B A O 5 ol [
—Pi1 01 —Pi1 i “Pi-1 01 1| TtTe— 1= Pi10i-1

t—
2 2 .2
Ty — 051+ P 1(13t$t 1= D107 1)
52 2
Oi—1 (»Ttxtfl - Pi—10i71)
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or alternatively

S s a2 — 52
ﬁ _ ﬂ = ! 7.1 - t Ai—lA
! ot 0 —67, T ; Loy 1 — P00,
. . T
_ B . 1 _0571 Pia lz |
g2, 0 —1 | T4 | wmwes—pi6i,
T .2 R A a2 A2
_ 7 l R (mtmt,l - Pi710i71) /671
= fia+t TZ S a2 ~2
rry TyXp—1 — P¢71‘7i71) /01

Since under the null 7"/2p, —4 N (0,1) we have that
Wald = Tpp —a X3

(d) Consider now the enlarged set of moment conditions

22 — o
My (0) = | wpwe 1 — /)102

2
TtXTt—2 — Po0

where 0 = (UQ,pl,pQ)/ with p; and p, the first and second order autocorrelation coefficients,
respectively. Consider the restricted estimation of 0 using My (0) under H,

Hjy:py=0

and propose a Lagrange Multiplier test for Hg.
The restricted estimation fixes p, = 0, and the estimation of p; and o2 is the same as before,

since we have to consider the GMM objective function

1 T
argg%inlQT ((527p50)) = argmlnith apa )/TZMt ((527p50))

t=1

1 /1
= argmin — m , m ,
gszypT; + ((s%,0)) Z + ((s%,0))

where
r? — 2 22
M, ((Szapa 0)) = TtTt—1 — PUQ y My ((52713)) = . ¢ . p0'2 )
ST tTe—1

because the last moment in M; does not depend on ¢ or p.

Then the LM test is
LMy = TQr, (6% 71,0)) AVar (Qr,p, ((6%,71,0))) @r,p, (6% 51,0))

where

QT,p2 ((&27 /A)17 0)) = 7QT (9)9:(52’;)1’0)’
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and AVar (Qr,p, ((&2, p1,0))) is given, under H§ : p, = 0 (so that E [z,x,_5] = 0) by

46V ar

1 T 00
4
T3 E T Ti_o| = 4o E Cov (x4x4—2, Tr—jTe—o_j)
t=1 Jj=—00

= 45'W.

Then, using AVar = 4(7*4VA[/'7

T 2 T 2
- 1 1 LT
- 1 o tLlt—2 2
LMT - TW (T t_zl xtxt_Q) N (w tz W1/2 > *)d Xl’

=1
under Hj, which is the second autocorrelation standardized coefficient squared.

Study the asymptotic distribution of the GMM estimates of o and p, defined by my (3) in
(b) when Hy does not hold, p; # 0, and any additional conditions you may require.

Now we have to consider the distribution of

1 1 @? — o3
— i — 00
T1/2 ;mt(ﬁO)_Tlmtz_;[ 2 ] :

TtTt—1 — P100

Now, even if x; is Gaussian since p; # 0, then z, nor xf or xyx;_1 are iid or even uncorrelated,

so we need a new CLT for .
1

T1/2 th (Bo) = N (0,V)
t=1

where V' depends on the (cross) autocorrelations of #? and x;z;_1. Then, noting that still
- 1 0
H(BO) - [ 0 0_% ‘|
T1/? (3 — ﬂ()) —q N (O,Avar (B))

)

Via 0]

we get

where Avar (B) is

1

(oa]se]) e
] ]

O V12/0'(2)

10



