Econometrics II, 2006/07 June 19, 2007

Econometrics I - EXAM

Answer each question in separate sheets in three hours

1. Consider the unobserved effects model for a randomly drawn cross section observation 1,

Yo =X, 04 +uy, t=1,...,T.

Denote x; = (xjy,. .. 7X;T)/ and u; = (Wi, ..., ) . Assume that the following conditions
(1)  Elulxi,e] = 0, t=1,...,T
(i1) Elcilx;] = Ela]=0
(i11) E[wullx;,¢;] = ollr

hold, but Var(c;|x;) # Var(c;) = o2.
(a) Describe the general nature of E(v;v}|x;), vi = (vi1, ... ,viT)',
Vit = Uit + Cj.
Writing
Vi =u; + ¢,

we have that

E(vivi|x;)

E (wug|x;) + E (wici|x;) j7 + jrE (wjci|x;) + jripE (C?|Xi)
= O'iIT + 040+ jripVar (c;|x;)
£ o2Ip + jrjro’.

by (iii), (i), (i) and Var(c;|x;) # Var(c;) = o2.

(b) What are the asymptotic properties of the Random Effects estimator for this model? State

any additional conditions you need.

The random effects estimator is the FGLS estimate
N a— -1 -
Bry = En [Xﬂ 1X’] E, {XQ 1y}

where

5 a2 A24 o

Q=01 + 6Cirir
for consistent estimates of 02 and ¢2. For the analysis we need that rank E [X;Q7!'X/]| = K,
and

p lim Q, = Q =E(v,v))
n—oo

where

5 a2 124 s

ﬂn—auIT + oJTir
and 62 and 62 are consistent estimates of 02 and o2, resp. However Q #E (v;v/|x;). We

could also allow for plim,, .. Qn = Q*#F(v;v}) Then the RE estimate is consistent and

asymptotic normal. The asymptotic variance of B RE 1S
E[XQ X' E[XQ WX E[XQ X

where E [XQ ™ 'vw/Q7I1X] £ E [XQ'X].
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()

How should the random effects Wald test statistics be modified to have standard properties?

The estimate of the Avar should take into account the previous result, where now

L —

o R 1 n R R
E[XQ 'vwwQ'X] =E, [xanlw’nglx} = =3 X000, X,
n =1

K2

where Q; ! is a consistent estimate of €2, maybe the same one as in the estimate calculation,
and v are the vector of POLS residuals for each individual.
Propose an efficient estimate of the parameter (.

We should use a FGLS estimate that takes into account the conditional heteroskedasticity,
~ ~ -1 ~
Brp =En [XQ (x)7! X’} E, [XQ (x)~! y} ,
so that its asymptotic variance is
—1 -1
E [XQ (x) X’} .

Is the Fized Effects estimate efficient under (i) — (iii) and Var(c;|x;) # Var(c;) = o2?

No, because despite the fact that ¢; is removed by mean centering and the conditional het-
eroskedasticy condition does not affect asymptotic inference, under RE conditions the previ-
ous (conditional heteroskedasticity) GLS estimate should be better.

When not using information on Var(¢;|z;), FE under the given conditions is efficient. (Only
if E[u;u|x;,¢;] = Q # o2Ip then FE FGLS using information on F [iiii’] should be more
efficient than FE.)

Does your analysis depend on condition (i1)? That is, does your conclusion hold if (ii) fails:
Eci|x;] # Ec;) =07

Yes, it does depend, because in this case any GLS estimate is no longer consistent, but FE
is still consistent and now efficient.

2. In the linear regression model

yr = B'zy + v,

where z; is strictly exogenous and stationary and contains an intercept and v; follows a stationary
AR(1) model

with |a| < 1 and the ey is white noise with variance o*.

(a)

Vg = QUy—1 1 €y,

2

Find the autocorrelation function of vy and of vizi. Study the asymptotic properties of the
OLS estimate of [ based on {yt,zt}tT:I.
ol

Y, (j) =odd, 7, (j) =

1—a’

Loz (§) = E[vzwiz]
E [thg_,'_j] E [vtvt+j]
= P)/'u (.7) FZ (j) ?

if £ [Utvt+j| e Lt 1yZt 2y, - - ] =F [Utvt+j] .
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We have that under standard conditions,
E[zz,] =M >0
and a law of large numbers and a central limit theorem for time averages of v;z;,

T -1 7
OLS /
T = Z Zt2y Z ZiYt

t=1 t=1

is consistent and asymptotic normal with
(o]
T1/2 (ﬂgLS _ ﬁ) —q N O7M71 Z sz (J) Mfl
j=—o00

Write the log-likelihood
L,2(eq,...,er)

of (e1,...,er) assuming Gaussianity.

T
T T 1
L52(€17...,€T) = —alog(%r) — §log (0‘2) — iz

Using that e; = e;(8, ) = vy — avi—1 = yr — QY—1 — 8 (zt — azi_1), t > 2, use the previous

question to write the log-likelihood

Lﬁ,a,a'Z(y27 e 7yT|y17Z17 e 7ZT)

conditional on (y1,21,...,2T1) .

[M]=

T T
Lg.oo2(Y2,. ., yr|y1,21,...,27) —5 log (27) — = log (02) —

1
2 2
t

N =
[M]=

T T ,
—glog(%r)—ilog(o)— : .

U
N

where, t =2,...,T,

Yy = Y — a1

Z; = 27— QzZ; 1.

Obtain the scores for B,a,c? based on Lg o o> Interpret the corresponding moment condi-

tions implied by the score vector.

0 XT: yr — B'zr\ z 1 ZT:
—Lgaoe: = (tt> 2t = ed(B,a)z;
8/3 —2 g (o) g —a
T
o, 3 (yt —ay1 — 0 (2 — OéZt—1)> (yt—1 - ﬁ/Zt_1>
Oa B o o o
t=2
L
= 3 Z et (B, a)vy (B)
g t=2
T / 2
0 _ T 1 i — Bz
dorleact = Tgataal ("

(yZ‘ -0z

y

(yt — QY1 — ﬁ, (Zt - aZt—l)
2

g

y
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If we know rewrite the sample moment conditions %L (é) =0 as

T
1 AN e
TZet(ﬂ, a)zy (&) = 0
t=2
1 Z
= elBan (B) = 0
t=2
A
7o alBa? = &
t=2
where the first condition is the sample equivalent of E[e;z7] = 0, the identifying moment

condition for 3 in the linear regression model
yi (@) = B'z; (o) +er,

that leads to the GLS type estimate

A T -1 r
B= (Z z; (@) z{ (a)’> >z (a)y; (@)

the second condition is the sample equivalent of E [e;v;] = 0, the identifying moment condi-

tion for « in the linear regression model

v (B) = avg—1 (B) + ey,

which leads to the estimate of «,

T -t
o= () oty

and the last one is the definition of the sample residual variance, E [ef — 2] = 0.
3. Assume that the sequence x; generated by the following nonlinear autoregressive model
xy =m(x4—1;00) + &t

is strict stationary and the possibly nonlinear function m (-) is smooth, E [e{|xi—1,2¢—2,...] =0
and we know that 69 € A C RF.

(a) Given observations x1,...,xr consider the estimation of &y by nonlinear LS. Provide the

~NLS
asymptotic properties of the NLS estimate 0  under the assumption that
E [€?|It_1,l’t_2,...} :0'2 (xt—l)-

~NLS
Under suitable identification and consistency properties 6  will be asymptotically normal

with asymptotic variance given by
. . -1 . . . . -1
E [mtq,omgq,o] E [02 (xt—l) mt71,0m;71,0] E [mt—l,oméq,o]

where 11,0 = M (24-1;00)
Propose a suitable iterative scheme to approzimate such estimate starting from an initial
value §r. Establish any additional condition you use.

We can propose Gauss-Newton,

SQIY(L,CSQ = Sg(iil)—En [m (a:t,l; S%ﬁl)) m <xt,1; nglﬁm)} - E, [(xt —-m (a:t,l; (ASTIY(L,ilO) ™ (mt,l; S%i))]



Econometrics II, 2006/07 June 19, 2007

4. It is known now that
o? (r4-1) = o’ (T¢—1,70)
for some v, € I' C RP. Analyze the asymptotic properties of the nonlinear GLS estimate of
0= (5',7’)/ minimizing the objective function

T Ty — l‘t 1,5) 2 1 ) 2
Qr (0) = E < > + T E log o™ (z¢-1,7) -
t=1 t=1

xt 177)

Now we have that
Lol 2 () i @ 0)

) T et (-'Kt_"L(wt—l;é))Q -1 5% (ze—1,7)

o(xi—1,7) o2(zi—1,7)

S (6

so that under conditions guaranteing a CLT for time series (the vector is a MD sequence, so we
would need also ergodicity)

AE [m(wtflgfo)mwt,)l;éo)’] 0

1/2 0°(Tt—1,Y0 ~
T ST (90) —d N 0, 0 E (-72(%71770) dz(wt71770)/}
Ha | o2 (zt—1,79) o2(zt—1,70)
if

zy —m (x_1380) \° ]

[y -

o2 (T4-1,7)

. 2 2 _
. (xt_m(a:t_h%)) —1p |1 =
J(xt—la’YO)

which holds under (conditional) symmetry and constant curtosis, and

_ z(w)m(ajt—ﬁ&

o2(z¢—1,7)
_9 m(ze—1;60)m(ze—1;6)
o2(zt—1,7)

T (a:f,—'rn(xt,l;é))Q _1 52 (ze—-1,7)
-2 o@—17) T (@e—1,7)

t=1 2 (M*m(ﬁ—lﬂs)) dz(l’t—lﬁ)m ($t—1§ 5)’ _ (Et*(m(wt—l;ts))2 6% (we-1,7) 6> (ze—1,7)’

o2(xe—1,7) o2(xze—1,7) o(xi—1,7) o2(zi—1,7) 02(Tt—1,7)

’ﬂ\}-‘

{(It—m(%—u(s))z _ 1} 62 (@—1,7) 6% (@s—1,7)

o(we-1.7) o (@i—1,7) o (@i—17)
so that
oo | B[] 0
T 0) — ’ .2 ’
o (It :’Y) (‘Tt* a'Y)
0 M4E [02(%5 1’Y) 2(95\57117"/):|

(a) Take 0® (x4-1,7) = exp (y12¢—1 +72) and derive the LM test statistic for testing the null
hypothesis of v, = 0 against v, # 0 based on Q1 (0,7).

In this case

0 _ _
252 (2r1,7) = exp (V1Z¢-1 + V) Te—1
28] exp (Y1%t-1 + 72)
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and therefore

_ . 2 i
) ' B L T Ty —m (Jit—1; 5T) { & (w11, 97)
T,v, ( n) - _T Z 0! - % (@1-1,77)
2 o (xt—laﬂyT) o (Z't_lyP)/T)
- - 2 7
) —lZT: xvm(wt—l;éT) e (Fy)zi
T - exp (7o) exp (72)

1 & - 2
S [ECSH I o
Then 2
LMy = TLM ~(0n)
1%

where V is a consistent estimate of the asymptotic variance of ST, (én) .



