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1 Introduction

Energy intensity in the United States measured in Toes per dollar has been declining since

the mid-1970s. However, energy intensity measured as constant-price energy use over real

GDP only exhibits a downward trend since 1991.

In time series data, energy use does not change much with energy price changes. How-

ever, energy use is responsive to international differences in energy prices in cross-section

data across countries. To be in conformity with these key observations existing dynamic

stochastic general equilibrium models consider capital goods that can be only costly reallo-

cated from plants that use more energy intensive technologies to plants that use more energy

saving technologies, together with some degree of irreversibility in investment. However, the

mechanisms in these models seem to conflict with the declining energy intensity observed for

the US economy since the beginning of the 90s.

This paper studies the aggregate effects of rising prices of energy. We do this in two

different macroeconomic models of energy use at the plant level. In the first model, building

upon Atkeson and Kehoe (1999), capital cannot be reallocated from plants that use more

energy intensive technologies to plants that use more energy saving technologies. We refer

to this model as putty-clay. In the second model, building upon Dı́az et al. (2004), capital

can be freely reallocated across plants but subject to reallocation costs. We refer to this

model as augmented putty-putty. Both frameworks have proven to be useful to address the

observed aggregate response to energy price shocks in the past. Supply forces are modeled

as energy price shocks.

We first show that both theoretical approaches can be seen as reduced forms of a funda-

mental vintage capital structure [cf. Benhabib and Rustichini 1991]. The explicit modeling

of the underlying vintage structure will give us a deeper understanding of the effects of en-

ergy prices on the aggregates and the distribution of firms. The reason is that adopting an

energy saving technology imposes different cost under alternative assumptions on the tech-

nology. Further, key results of existing frameworks rely on the behavior of unobservables.

Those unobservables are no longer present once capital heterogeneity is related with its age.

Thus, part of the response the response of energy use and energy expenditure to energy price
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changes can be related to an obsolescence cost.

Moreover, the models with reduced-form frictions do not do well to account for the

response of energy aggregates since the mid nineties. On the contrary, Solow (1960)Aggre-

gation of a fully specified vintage structure with embodied and disembodied technical change

and variable utilization of each vintage gives a role to investment-specific technology shocks

together with energy price shocks to account for recent observations. A key feature of our

model is that utilization decreases with age and depreciation depends on obsolescence rate

as in Boucekkine et al. (2009). New and more productive capital arrives, and old capital

goods become obsolete. An alternative interpretation relates to increasing energy demand

of emerging economies.

First, we illustrate the connections between the alternative assumptions on the technol-

ogy. Then we show how to reinterpret both specifications of the models at the plant level

in terms of vintage capital, and thus, obsolescence. One goal within this framework is to

evaluate the response of the model calibrated to US and EU data to alternative scenarios for

energy price shocks in the years to come. These scenarios correspond to a highly persistent

stationary process for the shock versus the occurrence of big energy price shocks with a

small probability. Finally, several measurement issues are addressed that can be of interest

for related applications.

The paper is organized as follows...

2 The putty-clay model

This is a representative agent model. Individuals value the consumption of a commodity c

(final good) and do not value leisure (labor-leisure choice will be relevant later for aggregation

in the putty-putty model, but not for the equivalence result between models). The production

of this final good requires labor and capital services. The amount of labor each period is

normalized to one. This last commodity is produced in plants that use capital and energy

to produce the services. The utility function is

E0

∞∑
t=0

�tu(ct). (2.1)
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2.1 The production of capital services

There is a constant returns to scale technology that uses capital and energy to produce

capital services. Capital types are freely available. An amount k(v) of capital of type

v ∈ V ⊆ R+ requires a energy intensity of k(v)
v

. In other words, the capital-energy ratio

must be v. Therefore, the amount of services produced is

zt(v) = f(v) min

{
kt(v)

v
, et(v)

}
.

The function f satisfies f ′ > 0, f ′′ < 0, f(0) = 0 and lim
x→∞

f ′(x) = 0. Notice that if

f(v) = F (v, 1), where F is a Cobb-Douglas with CRS the ratio f(v)
v

decreases with v. This

implies that given the amount of capital, higher type plants produce a lower amount of capital

services but use a lower amount of energy. Thus, the trade-off is lower energy requirement

implies lower production for a given amount of capital.

The total amount of capital services is

zt =

∫
v∈V

zt(v) dv. (2.2)

The total amount of energy used is

mt =

∫
v∈V

et(v) dv. (2.3)

Energy is purchased in a international market at price pt, which follows a stochastic

process (ARMA(1,1), usually). For simplicity, let us assume that domestic taxes on energy

are zero.
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2.2 The production of the final good and the resources constraint

Output is produced combining capital services and labor in a CRS technology, G (zt, lt).

Value added is

yt = G (zt, lt)− pt mt. (2.4)

All types of capital depreciate at the same rate � and investment in each type of capital

must be non-negative,

xt(v) = kt+1(v)− (1− �) kt(v) ≥ 0. (2.5)

The aggregate resource constraint is given by

ct +

∫
v∈V

xt(v) dv = yt. (2.6)

2.3 The quasi-social planner

The problem is

max E0

∞∑
t=0

�tu(ct)

s.t. ct +
∫
v∈V (kt+1(v)− (1− �) kt(v)) dv ≤ z�t − pt

∫
v∈V et(v) dv,

zt ≤
∫
v∈V f(v) et(v) dv,

0 ≤ et(v) ≤ kt(v)
v
,

kt+1(v)− (1− �) kt(v) ≥ 0.

Proposition 1. There exists v̂t ≥ 0 such that for all v < v̂t, et(v) = 0. For all v ≥ v̂t,

et(v) = kt(v)
v

.

Proof: See Appendix 1. Only if energy requirement is sufficiently low the capital type v

will be used in equilibrium.

Proposition 2. There exists a unique type ṽt that receives positive investment at period t,
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for all t.

Proof: see Appendix 1.

2.4 Investment can be negative

Let us remove constraint kt+1(v)− (1− �) kt(v) and replace it by kt+1(v) ≥ 0.

Proposition 3. There is a unique type ṽt that receives capital at each period.

Proof: See Appendix 1. Notice then that in this case capital placed at that type is the

total capital in the economy, Kt. Let us denote as At the type of capital that at each period

receives all capital. Then the quasi-social planner problem can be written as

max E0

∞∑
t=0

�tu(ct)

s.t. ct +Kt+1 − (1− �) Kt ≤
(
f(At)
At

)�
K�
t − pt Kt

At

Notice that here the trade-off is: a better technology requires less energy per unit of

capital used but has a lower productivity,
(
f(At)
At

)�
decreases with At.

3 The putty-putty model with energy saving capital

3.1 The household

The economy is populated by a continuum of infinitely lived households with measure one.

Households are ex ante identical and maximize expected discounted lifetime utility,

E0

∞∑
t=0

�t (log ct + � log(1− ℎt)) ,

� ∈ (0, 1) , � > 0.

where ct is consumption and ℎt are hours worked at period t. Households are endowed with

one unit of time in each period. Labor is indivisible: individuals either work a fixed number

of hours ℎ0 or do not work at all. All households have equal number of shares of all plants.
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We assume that agents are allowed to trade employment lotteries to diversify the idiosyn-

cratic risk. Therefore, the economy behaves as if there were a representative individual with

preferences given by

E0

∞∑
t=0

�t (log ct + � log(1− ℎ0)�t) , (3.1)

where �t denotes the probability of being employed at period t. Thus, at each period

employment will be

ℎt = �tℎ0.

3.2 Production of capital types and the accumulation of capital

Households accumulate capital of all types and own the technology to produce new types of

capital. Let Vt be the measure of capital types used at time t. Thus,

Vt =

∫
v∈V

{t(v) dv, (3.2)

where {t(v) ∈ {0, 1} indicates whether capital type v is used in period t.The production of

new types needs of final goods,

Vt+1 − �Vt, � ∈ (0, 1) . (3.3)

Let us assume that the set of all possible types that are usable at period t is Vt > 0. This

means that it is possible to use capital of type v ∈ (0, Vt] at that period. Investment in

capital of the different types is

xt(v) = Kt+1(v)− (1− �)Kt(v). (3.4)

Investment cannot be negative,

xt(v) ≥ 0, for all t and all v ∈ Vt. (3.5)
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Capital and the use of capital types are rented to plants. The timing goes as follows:

1. The price pt is realized.

2. Production of the final good takes place in plants. Plants differ in the type of capital

that is used. Each plant receives the idiosyncratic shock st. The plant decides whether

to operate or not. Production takes place. Households produce new types of capital

and invest in capital of each type.

3. The number of plants that operate at period t + 1 is decided. Each plant decide the

type and the amount of capital to be used. The rental prices paid for each are rkt+1(v),

rvt+1, respectively.

3.3 Use of energy, capital, and the number of plants

Plants use capital, energy and labor. The technology is

yt(v) =

⎧⎨⎩ (z + st)Bk
�
t (v)ℎ(v, st) if lt(v) ≥ � and et ≥ 
 kt(v)

v
,

0, otherwise.

Capital of type v requires a use of energy equal to 
 kt(v)
v

. ℎ (st, v) denotes the number of

hours a plant is operated. It is either zero or ℎ0. The after tax price of energy is pt and wt

is the hourly wage.

To analyze the decisions of the plants we need to proceed backwards. At period t the

plant decides whether to operate or not and the labor market opens. Energy is used. At the

previous period the plant has decided the amount of capital. A plant of type v operates if

(z + st)Bk
�
t (v) ≥ wt� + pt


kt(v)

v
.

Thus, there exists a threshold level for the idiosyncratic shock, st(v) above which a plant of
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type v is operated. Now, we can define nt (v) as the fraction of plants of type v that operate,

nt(v) =

�∫
s(v)

1

2�
ds =

� − st(v)

2�
. (3.6)

Profits of a plant of type v before the idiosyncratic shock is revealed,

ERt(v) = (z + �(1− nt (v)))nt (v)Bk�t (v)ℎ0 − wt�nt (v)ℎ0 − pt

kt (v)

v
nt (v)ℎ0.

Let us denote

Bt(v) = (z + �(1− nt (v)))

Plants of each type decide the amount of capital they want. Since they decide before the

energy price is known, they decide simultaneously the type to be used and the amount of

capital that maximizes.

EΠt(v) = Et−1
[
ERt(v)− rkt (v) kt(v)− rvt v∣pt−1

]

Thus, capital used by the plant satisfies (pet ≡ Et−1pt)

�Bt(v)nt(v)k�−1t (v)ℎ0 − pet

1

v
nt(v)ℎ0 = rkt (v), (3.7)

Plants pay a rental price for the technology. Since at this time all types are regarded as

substitutes, the rental price satisfies

pet

kt(v)

v2
ℎ0 = rvt . (3.8)

Conjecture 4. All plants using the same type of capital use the same amount of capital,

kt(v) =
Kt(v)

mt(v)
.
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Moreover, mt(v) is such that EΠt(v) are zero in equilibrium,

EΠt(v) = 0. (3.9)

3.4 Definition of equilibrium

First, we need to define the household’s budget constraint,

ct +

∫
Vt+1

xt(v)dv + (Vt+1 − �Vt) ≤ wt�tℎ0 +

∫
Vt

rvtKt(v)dv + rvt

∫
Vt

vmt(v) +Dt, (3.10)

where Dt stands for realized profits in period t paid to the household. Note that although

expected profits are zero, realized profits are not.

Dt =

∫
Vt

[
Bt(v)nt (v) k�t (v)ℎ0 − wt�nt (v)ℎ0 − pt


kt (v)

v
nt (v)ℎ0 − rkt (v)kt(v)− rvt v

]
mt(v)dv.

Et(v) = 

Kt(v)

vmt(v)
nt (v)mt(v)ℎ0 (3.11)

Definition 5. Many things and �t ℎ0 =
∫
Vt
ℎ0 � nt (v) mt(v) dv.

This completes the aggregation across plants.

3.5 The quasi-social planner problem

The utility function can be written as

E0

∞∑
t=0

�t
[
log(ct) + � log(1− ℎ0)

∫
Vt

�nt (v)mt(v)dv

]
. (3.12)

Production of all plants of type v,

Yt(v) = Bt(v)nt (v)K�
t (v)m1−�

t (v)ℎ0 (3.13)
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Employment is

∫
Vt

ℎ0�nt (v)mt(v)dv. (3.14)

Value added produced by all plants of type v,

∫
Vt

[Yt(v)− ptEt(v)] dv (3.15)

The aggregate resource constraint is

ct + (Vt+1 − �Vt) +

∫
Vt+1

xt(v)dv ≤
∫
Vt

[Yt(v)− ptEt(v)] dv (3.16)

The quasi-social planner problem is to maximize (3.12) subject to (3.16), (3.4) (3.13) (3.11)

and (3.5).

Lemma 6. nt(v) = nt for all v.

Proposition 7. At any period t investment is positive only in the highest efficiency type

available, Vt+1.

Proof: wait.

3.6 Investment can be negative

If constraint (3.5) is replaced by

kt(v) ≥ 0, for all t and all v ∈ Vt.

all capital is allocated to the newest type:

Proposition 8. The solution of this problem is such that there exists a unique type, the one

indexed by Vt that receives positive capital at each period t.

Proof: wait.
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Let us call At the newest type produced. The problem of the quasi-social planner can be

written recursively as

V (K,A, q, �) =

max
c,Xk,Xa,m′,n∈[0,1]

{log(c) + � log(1− ℎ0)mn� + �E [V (K ′, A′, q′, �) /q]}

(3.17)

subject to

c+Xk +Xa ≤ (z + �(1− n))nBK�m1−�ℎ0 − p
 K
Am
mnℎ0,

K ′ = Xk + (1− �)K,

A′ = Xa + �A,

q′ =  (q).

4 Augmented putty-putty versus putty-clay

The main difference between models is the technology. Adopting a energy saving technology

has costs and benefits:

1. Benefits: It reduces energy expenditures which are a source of aggregate volatility.

2. Costs:

(a) putty-clay: using same amount of capital produces less output since f(v)
v

decreases

with v. (see first section)

(b) augmented putty-putty: investing in more efficient technology reduces the amount

of resources can be devoted to consumption and investment, At+1 − �At.

The fact that in the augmented putty-putty model the fraction of plants that are operated

responds to the aggregate shock introduces an extra channel of adjustment (through labor)
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to energy price volatility. For the rest, the equivalence result comes with relevant empirical

implications, namely, both of the models fail to account for the declining energy intensity in

the US in recent years.

5 Empirical implications

5.1 The Data

We build upon Atkeson and Kehoe (1999) and we proceed for an update of the database for

the US. Then we implement Dı́az et al. (2004).

Energy aggregates are obtained for nominal energy expenditure, real aggregate expendi-

ture (energy use) and an energy deflator (real energy price). Figures 1a and 1b illustrate on

these features of the data for the US and EU experiences in recent years (the argument for

the EU waits!). It is remarkable the downward trend observed for European countries after

the major oil price shocks.

Is it such a different story? Figure 2 depicts the residuals to an ARMA(1,1) process fitted

to the energy price series for the US. It suggests that recent shocks in the US are less strong

than those from the oil shocks era. It is worth noting that available data exhibit a very

different pattern for the EU15 and the US in 1991. The most remarkable difference occurs

then just after the (First) Gulf War. We will see that both of the models do not do well to

account for the main patterns of the energy aggregates since the early nineties.

5.2 Calibration

Calibration is relatively standard (TO BE UPDATED). The more salient features refer to

∙ energy price shocks processes

∙ share of energy expenditures in value added

∙ AMT investment on GDP (fix A/Y ) for the putty-putty model
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∙ elasticity of marginal adjustment costs on energy saving capital for the putty-putty

model

5.3 Key feature

Both reduced-form and relying-on-unobservable models respond to large energy price shocks.

See Figure 3.

Further, both of the models do not do well in accounting for recent observations while

they do when facing large energy price shocks. See Figures 4 and 5.

Next it is shown that a vintage model provides a rationale for existing macro models

of energy use, and a propagation mechanism that quantitatively reacts to small and large

shocks.

6 The vintage model

In such a framework, a plant is indexed by its vintage...

6.1 Technology and Preferences

New plants are built each period with one unit of capital. The production function at time

t of a plant built at time z (hereafter, a plant of vintage z — or, for convenience, age

� = t− z ∈ T )1 is Cobb-Douglas

yt(z) = A(1 + 
)t [Q(1 + �)zut(z)]� ℎt(z)1−�

with 0 < � < 1, where yt(z) is output of a plant of vintage z at time t, ℎt(z) is labor

employed in such a plant, A is the level of disembodied technical knowledge which grows at

rate 
 ≥ 0, Q is the level of embodied technical knowledge which grows at rate � ≥ 0 in

vintage z, and ut(z) is an index of utilization of capital of the plant of vintage z at time t.

1In general, output of a plant of age � is described by yt(�), yt : T → [0,∞). We further restrict this
assumption for aggregation purposes [cf. Benhabib and Rustichini (JET, 91)].
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The output produced by a plant of vintage z at time t with one unit of capital requires

et(z) units of energy (a quasi-fixed factor). The energy requirement, et(z), depends mainly

on its utilization. Also, we assume there is energy saving technological progress at a rate


e ≥ 0 in vintage z. Therefore,

et(z) ≥ B(1 + 
e)−zut(z)�

where � > 1. (Indeed, the energy requirement increases with utilization and decreases for

newer vintages at a rate 
e). Therefore, from one unit of capital at utilization ut(�) we have

yt(s, z) =

⎧⎨⎩ yt(s, z) if et(z) ≥ B(1 + 
e)−zut(z)�

0 otherwise.
(6.1)

where � > 1, and s denotes a possible idiosyncratic shock that we assume equal for all plants

of vintage z. As in Gilchrist and Williams idiosyncratic uncertainty should serve to obtain a

well-defined aggregate production function despite the Leontief of the microeconomic energy

choice.

The parametric assumption ... ... ... and the existence of a fixed cost should be imposed

for a finite optimal lifetime of a vintage. Thus, we abstract from scrapping. Further, once

T is specified, investment can be described as

[MORE...]

The economy is populated by a continuum of infinitely lived households with measure

one. Households are ex ante identical and maximize expected discounted lifetime utility,

E0

∞∑
t=0

�t (logCt + ' log(1−Ht)) ,

� ∈ (0, 1) , ' > 0.

where Ct is consumption and Ht are hours worked at period t. Households are endowed with

one unit of time in each period. All households have equal number of shares of all plants.
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6.2 Capacity utilization and value added

The profits of a plant of vintage z at time t are

�t(z) = yt(z)− wtℎt(z)− ptet(z),

net of the cost of one unit of capital (relate with (dis-)embodied investment-specific technical

progress). The plant chooses ℎt(z) and ut(z) to maximize profits. This implies, on the one

hand, that marginal productivity of labor equals wage in each period. From this condition

it follows that labor productivity is equal across vintages and then

ℎt(z) =
ut(z)

ut(t)
(1 + �)−(t−z)ℎt(t),

and that employment in a new plant is

ℎt(t) =

(
wt

AQ�(1− �)
(1 + g)−t

)− 1
�

ut(t)

where 1 + g = [(1 + 
)(1 + �)�]1/(1−�).

On the other hand, optimal utilization is such that the marginal productivity of a vintage

equals its marginal cost. Therefore,

ut(z) = ut(t)(1 + �)−(t−z) (6.2)

where 1 + � = [(1 + �)(1 + 
e)]1/(1−�) , and correspondingly, utilization in a new plant is

ut(t) =

(
�AQ�

��pt(1 + 
e)−t

) 1
�−1
(

wt
AQ�(1− �)

(1 + g)−t
)− �

��

where � ≡ �(1 − �)/(� − 1). It is apparent then that utilization decreases with the energy

price as well as with the wage rate, and increases due to technical progress (embodied,

both technological and energy saving, and disembodied). More importantly, utilization (and

employment) decreases as plant ages the higher are embodied and energy saving technical

progress. This decline in the optimal utilization is linked to the age of capital and thus,

15



to the arrival of new and more productive capital goods that makes old capital goods to

become obsolete. This indicator of the utilization of vintages can be interpreted as a use-

related depreciation and should play an important role in the pace of energy-price related

replacement of capital.

So a change in pt does not affect all vintages in the same proportion since technological and

energy saving technical progresses are embodied.

[WRITE PROFITS]

6.3 Aggregation

Aggregation closely follows Solow (1960) vintage model. Aggregate gross production at time

t is the sum of production in all plants surviving at time t. If we assume that T =∞

Yt =
∞∑
�=0

I(t− �)A(1 + 
)t
[
Q(1 + �)t−�ut(t− �)

]�
ℎt(t− �)1−�

where I(t − �) is the number of plants of vintage z. (Further, to introduce (standard)

exponential depreciation it can be assumed that I(t−�) ≡ (1−!� )Ĩ(t−�) = (1+!)−� Ĩ(t−�)

Correspondingly, aggregate employment is the sum of employment at all plants surviving

at time t,

Ht =
∞∑
�=0

I(t− �)ℎt(t− �)

=

(
wt

AQ�(1− �)
(1 + g)−t

)− 1
�

(1 + g)−t
∞∑
�=0

ut(t− �)I(t− �)(1 + �)−�

so that it can be written

wt = (1− �)AQ�(1 + g)(1−�)tK̃�
t H

−�
t (6.3)
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where

K̃t =
∞∑
�=0

ut(t− �)I(t− �)(1 + �)−� (6.4)

is the replacement value of the stock of capital. Further, plugging (6.2) into (6.4)

K̃t = ut(t)
∞∑
�=0

I(t− �)(1 + �)−� (1 + �)−� ≡ utKt,

and therefore

Kt+1 = It + (1− d� )Kt (6.5)

where now we have renamed Ĩ(t−�) ≡ I(t−�), and d� includes both the physical depreciation

rate of capital, !, as well as the use-related depreciation rate, which captures the decline of

capital utilization when plants age.

(1− d� ) = ((1 + !)(1 + �)(1 + �))−1

Indeed, in terms of K̃t, ut shows up with investment and in d� . Therefore,

K̃t+1 = utIt + (1− d̃� )K̃t (6.6)

where (1− d̃� ) = ut
ut−1

((1 + !)(1 + �)(1 + �))−1

This is the replacement value of capital. It is more proper to write capital services. For

this purpose equation (6.3) can be alternatively written as

wt = (1− �)A(1 + 
)t

(
Q(1 + �)z

∞∑
�=0

ut(t)I(t− �)(1 + �)(1 + 
e)−�

)�

H−�t

(which resembles the tech at the plant level), so that aggregate gross production can be

written

Ŷt = A(1 + 
)tK̂�
t H

1−�
t
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provided K̂t is defined

K̂t = ut(t)qt

∞∑
�=0

I(t− �)(1 + �)−� (1 + �)−� ≡ utqtKt,

where qt = Q(1 + �)t and therefore, the law of motion for Kt is as (6.5) above, and

K̂t+1 = utqtIt + (1− d̃� )K̂t

where now (1− d̃� ) = qt
qt−1

ut
ut−1

((1 + !)(1 + �)(1 + �))−1,

Finally, the total amount of energy used is

Et =
∞∑
�=0

I(t− �)et(t− �)

It turns out from optimal utilization that ptEt = �Yt
�

+ .... Furthermore, aggregate energy

consumption can be characterized according to law of motion

Êt+1 = u�t q
e
t It + (1− d̃e� )Êt

where now (1− d̃e� ) = ..,

[MORE...]

Balanced Growth

Ct, Yt, and It grow at g. Kt also. wt grows at g also, and therefore for Ut to be constant

either 
e = 0 or p exhibits stochastic growth at (1 + 
e).

[ADD DETAILS]
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6.4 Discussion

We simulate the aggregate model with capacity utilization and embodied technical progress

with two shocks. One shock are the innovations to realized energy price shock process

according to

log pt+1 = (1− �) log p+ � log pt + ��t + �t+1, (6.7)

The other is an investment-specific technology shock which is identified with the relative

price of investment. The relative price corresponds to the ratio of the chain weighted NIPA

deflators for durable consumption and private investment over non-durable consumption.

Our baseline estimates are based upon the innovations to the realized growth rate of relative

price (�t) according to

log �t+1 = (1− ��) log � + �� log �t + �"t + "t+1, (6.8)

For newer vintages, for a given size of the energy price shock, aggregate capacity utiliza-

tion together with an investment-specific technology shock act through the model so as to

amplify actual energy price shocks. Figure 6 illustrates on this result.

[IN PROGRESS...]

7 Related literature

1. Blanchard & Gaĺı (07)

Macroeconomic Effects of oil price shocks

∙ there is a pre/post-84 role of shocks in 6 var VAR: shocks to (broader) PPI index

of crude materials (rather than direct oil price shocks) tracks GDP and emp movts

before 84, and not after..

2. Gilchrist and Williams (00, 04)

Utilization channel, idio uncertainty – BC properties
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A Appendix 1

The quasi-social planner’s problem is

max E0

∞∑
t=0

�tu(ct)

s.t. ct +
∫
v∈V (kt+1(v)− (1− �) kt(v)) dv ≤ z�t − pt

∫
v∈V et(v) dv, (�ct)

zt ≤
∫
v∈V f(v) et(v) dv, (�zt )

0 ≤ et(v) ≤ kt(v)
v
, ( t(v), �t(v))

kt+1(v)− (1− �) kt(v) ≥ 0.
(
�kt (v)

)
The FOC’s are:

∂L
∂ct

: �tu′(ct)− �ct = 0, (A.1)

∂L
∂zt

: �ct ⋅ �z�−1t − �zt = 0, (A.2)

∂L
∂et(v)

:  t(v)− �t(v) + �zt ⋅ f(v)− pt ⋅ �ct = 0, for all v ∈ V, (A.3)

∂L
∂kt(v)

: �kt (v)− �ct + Et
{

1
v
�t+1(v)− (1− �) ⋅

(
�kt+1(v)− �ct+1

)}
= 0. (A.4)

Proof of Proposition 1. There exists v̂t ≥ 0 such that for all v < v̂t, et(v) = 0 and for all

v ≥ v̂t, et(v) = kt(v)
v

.

Proof: Let us assume for that some b ≥ 0  t(b)− �t(b) = 0. This implies that �zt ⋅ f(b)−

pt ⋅�ct = 0. For any v > b since f is increasing function �zt ⋅f(v)−pt ⋅�ct > 0. This implies that

for the FOC to hold,  t(v)−�t(v) < 0 which amounts to  t(v) < �t(v). This last inequality

implies et(v) = kt(v)
v
. The opposite occurs for v < b. Since f(0) = 0, then there exists v̂t > 0

such that only for v ≥ v̂t, we have that et(v) = kt(v)
v

. For any v < v̂t, et(v) = 0.

Corollary 9. Then the multiplier �t(v) satisfies

�t(v) = max {�zt ⋅ f(v)− pt ⋅ �ct , 0} .
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Lemma 10. The factor 1
v
�t(v) strictly decreases for all v ≥ v̂t. It is zero for any v < v̂t.

Proof. It follows from the properties of the function f and Proposition 1.

Proof of Proposition 2. There exists there, at most, a unique ṽt for which xt(v) > 0, �kt (v) =

0. For any other v investment is zero.

Proof: By induction, the expression (A.4) can be written as

�kt (v) = �ct −
∞∑
i=1

(1− �)i−1 ⋅ Et
(

1

v
⋅ �t+i(v)

)
,

The factor H =
∞∑
i=1

(1 − �)i−1 ⋅ Et
(
1
v
⋅ �t+i(v)

)
is either zero or strictly decreasing with v.

Notice that for v sufficiently large, the factor H is arbitrarily close to zero and �kt (v) is

positive. For v very close to zero the factor H is zero and �kt (v) is positive.

Suppose that there exists b ∈ V such that �kt (v) = 0. For any v > b the level of investment

is zero since H(v) is lower than H(b). There exists v≤ b above which H (v) is positive. But

H (v) has to be greater than H(b) which implies �kt (v) < 0 for all v, v≤ v < b. Thus,

xt(v) = 0, for all v, v≤ v < b. For any v <v,H(v) = 0 and then, �kt (v) > 0. Thus, if there

exists some b such that �kt (b) = 0, it has to be unique.

A.1 Investment can be negative

Lemma 11. If for some b ∈ V �kt (v) = 0, which amounts to kt+1(b) > 0 then, Et
{

1
v
�t+1(v)

}
>

0.

Proof. Suppose that Et
{

1
v
�t+1(v)

}
= 0. By definition of �t+1(v) this implies that �t+1(v) = 0

for any realization of the price and that, hence, this capital will not be used in any state of

nature. This contradicts the maximization principle. Thus, Et
{

1
v
�t+1(v)

}
> 0.

Proof of Proposition 3. The FOC is written as

�kt (v) = �ct − Et
{

1

v
�t+1(v) + (1− �) ⋅ �ct+1

}
≥ 0.

23



We know that there exists at least some b for which kt+1(b) > 0. Then, using the previous

Lemma,

�ct −Et
{

1

v
�t+1(v) + (1− �) ⋅ �ct+1

}
= 0⇒ �ct −Et

{
(1− �)�ct+1

}
= Et

{
1

v
�t+1(v)

}
> 0.

Now suppose that there exist b1 and b2 that receive positive capital. This implies that

Et

{
1

b1
�t+1(b1)

}
= Et

{
1

b2
�t+1(b2)

}
,

which only can happen if

Et

{
1

b1
�t+1(b1)

}
= Et

{
1

b2
�t+1(b2)

}
= 0,

which contradicts the previous Lemma. Thus if investment can be negative only one

type of capital is used each period.
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Figure 1a
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Figure 1b
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Figure 3
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Figure 4
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Figure 5
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