Mathematics for Economics I1
Question Bank 2019-2020 ordinary call

1. BLock I. ALGEBRA

1. Consider the following linear systems with two parameters a, b.

r +y H4az = -—b
z H4ay +z = 0
ar +y +z = b

(a) (7 points) Classify the system.
(b) (3 points) Solve the system for a = 2 and b = 3.
Solution

By means of the operations: row2’=row2-rowl, row3’=row3-a-rowl and then row3”=row3’+row?2’, we
obtain the echelon system

1 1 a —b

0 a—1 l1—a b

0 0 2—a—a%|bla+2)
Note that 2 —a —a? = 0 if and only if a = 1 or @ = —2.
(a)
If a # 1 and a # —2, then the system is determined (a unique solution).

If a = 1 and b = 0, then it is underdetermined (infinitely many solutions) and if b # 0, it is overdetermined
(no solutions).

If a = —2, it is underdetermined for all b.

(b) (3,0,—3)

2. Consider the following linear systems of the two parameters a, b.

r +y +az = -b
r 4ay +z = =3b
ar +y +z = b

(a) (7 points) Classify the system.
(b) (3 points) Solve the system for a = 2 and b = —4.

Solution



By means of the operations: row2’=row2-rowl, row3’=row3-a-rowl and then row3”=row3’+row?2’, we
obtain the echelon system

1 1 a -b
0 a—1 1—a —2b
0 0 2—a—a®*|bla—1)
Note that 2 —a — a? = 0 if and only if a = 1 or a = —2.
(a)
If a # 1 and a # —2, then the system is determined.
If a =1 and b =0, it is underdetermined and if a = 1 and b # 0, overdetermined.

If a = —2, then it underdetermined for b = 0 and overdetermined if b # 0.

(b) (_77 97 1)

3. Consider the matrix

-1

0 0
A= 1 2 |, where a is a parameter.
2 1

a
0
(a) (5 points) Determine the values of a for which the matrix is diagonalizable.

(b) (5 points) For the value(s) of a found in the item above, calculate the eigenvalues and eigenvectors
of the matrix A and write the diagonal form of A.

Solution

(a) The characteristic polynomial is (A + 1)((1 — A\)? — 4) = 0, which yields the three eigenvalues: —1
(double) and 3 (single)

For Ay = —1, the matrix A — (—1)I becomes

o Q@ O
NN O
NN O

which has rank=2 if a # 0 and rank=1 if a = 0. Thus, A can be diagonalized iff a = 0.

(b) For a = 0, the eigenvectors (x,y, z) associated to A\; = —1 verify
0 0 O T 0
0 2 2 v | =1 o
0 2 2 z 0

whose solutions are {(z,y, —y), =,y € R, leading to eigenvectors (0,1,—1) and (1,0,0).



whereas the eigenvalues (z,y, z) associated to Ay = 3 satisfy the system

-4 0 0 x 0
0o -2 2 y =| 0
0 2 =2 z 0

whose solutions are {(0,y,y), y € R}, leading to the eigenvector (0, 1,1).

-1 0 0
A diagonal form associated to A is 0 -1 0
0o 0 3
4. Consider the matrix
5 a —2
A=10 1 4 , where a is a parameter.
0 4 1

(a) (5 points) Determine the values of a for which the matrix is diagonalizable.

(b) (5 points) For the value(s) of a found in the item above, calculate the eigenvalues and eigenvectors
of the matrix A and write the diagonal form of A.

Solution

(a) The characteristic polynomial is (5 — A)((1 — A)? — 16), which yields the eigenvalues 5 (double) and
—3 (single).

For A =5, the matrix A — A\l = A — 51 becomes

0 a -2
0 —4 4 ,
0 4 -4

which has rank 2 if ¢ # 2 and rank 1 if a = 2. Hence A is diagonalizable iff a = 2.

(b) Let a = 2. The eigenvectors (z,y, z) associated to A = 5 satisfy the system

0o 2 -2 T 0
0 -4 4 y | =10 1|,
0 4 —4 z 0

whose solutions are (z,y,y), =,y € R, leading to eigenvectors (0,1,1) and (1,0,0).

The eigenvectors (x,y, z) associated to A = —3 satisfy the system
8 2 -2 T 0
0 4 4 y |=101,
0 4 4 z 0

whose solutions are (z/2, -z, z), z € R, leading to the eigenvector (1, —2,2).

5 0 0
A diagonal formof Ais | 0 5 0
0 0 -3




5. Consider the matrix

5 0 0
A=10 -1 0 |,
3 0 a

where a a is a parameter.
(a) (5 points) Determine the values of a for which the matrix is diagonalizable.

(b) (5 points) For the value(s) of a found in the item above, calculate the eigenvalues and eigenvectors
of the matrix A and write the diagonal form of A.

Solution
(a) The characteristic polynomial is (5 — A)(1 + A)(a — A), which leads to the eigenvalues, 5 —1 and a.
If a # 5 and a # —1, then the eigenvalues are different, thus A is diagonalizable.

When a = 5, 5 is double. The matrix A — A\l = A — 5] becomes

0 0 0
0 -6 0 |,
3.0 0

which has rank 2, hence A is not diagonalizable.

When @ = —1, the matrix A — (=1)I = A+ I becomes

w oo
o O O
o O O

which has rank 1, hence A is diagonalizable.
(b)
Let a = 2. The eigenvalues are 5, —1 and 2 and A is diagonalizable.

The eigenvectors (z,y, z) associated to 5 satisfy the system

0 0 0 x 0
0 -6 0 y | =1 0],
3 0 -3 2 0

whose solutions are (z,0,x), z € R, leading to the eigenvector (1,0, 1).

The eigenvectors (x,y, z) associated to —1 satisfy

6 0 0 z 0
00 0 y |=1(0],
30 3 2 0

whose solutions are (0,y,0), y € R, leading to the eigenvector (0,1,0).



The eigenvectors (z,y, z) associated to 2 satisfy

3.0 0 x 0
0 -3 0 y | =1 0],
3.0 0 z 0

whose solutions are (0,0, z), z € R, leading to the eigenvector (0,0, 1).

5 0 0
A diagonal formof Ais | 0 -1 0
0 0 2

6. Consider the matrix

5 0 3
A=|o0 -1 0 |,
0 0

where a is a parameter.
(a) (5 points) Determine the values of a for which the matrix is diagonalizable.

(b) (5 points)vFor the value(s) of a found in the item above, calculate the eigenvalues and eigenvectors
of the matrix A and write the diagonal form of A.

Solution
(a) The characteristic polynomial is (5 — A)(1 + A)(a — A), which leads to the eigenvalues 5 —1 and a.
When a # 5 and a # —1, the eigenvalues are different, thus A is diagonalizable.

When a = 5, the eigenvalue 5 is double and the matrix A — A\l = A — 5] becomes

0 0 3
0 -6 0 |,
0 0 0

which has rank 2, thus A is not diagonalizable.

When a = —1, the matrix A — A\ = A — (—=1)I = A+ I becomes
6 0 3
00 0|,
0 00

which has rank 1, hence A is diagonalizable.

(b) Let a = —1. The eigenvalues are 5 and —1 and the matrix is diagonalizable.

The eigenvectors (x,y, z) associated to 5 satisfy

0 0 3 x 0
0 —6 0 y | =1 0],
0 0 0 2 0

whose solutions are (z,0,0), z € R, leading to the eigenvector (1,0, 0).



The eigenvectors (z,y, z) associated to —1 sartisfy

6 0 3 x 0
00 0 y | =10 |,
00 0 z 0

whose solutions are (z,y, —2z), z,y € R, leading to the eigenvectors (1,0, —2) and (0, 1,0).

5 0 0
A diagonal formof Ais | 0 —1 0

0 0 -1



2. BLock II. RIEMANN INTEGRAL

1. Compute the following integrals.

(a) (4 points)

3
/x2e”” dx.

(b) (6 points)

// xy dxdy,
A

where A = {(z,y) : 0 <y <az? <4}
Solution

(a) Tt is immediate, [ z%e dx = %em3 +C.

4 2 2 6
1 22 1 1 2 16 16
dy | = dz= 2|7 == Sdp =~ 2| =-2_-2=0.
yy) /_meQyo 2/_2x:v 26, 3 3 0

2. Compute the following integrals.

(a) (4 points)

/ r+1 d
—dx.
2 4+ 22

/ /A (2 +y*)dzdy,

(b) (6 points)

where A = {(z,y) : 0 <z <y <3}
Solution

(a) It is immediate, % In (22 + 2z) + C.

(b)
3 Yy 3 1
// (a:2+y2)dxdy:/ dy/ (x2+y2)dx:/ dy( =23 + v*x
A 0 0 0 3
34 3

4
:/ (§y3+y3)dy:§/ yidy = 27.
0 0

)
0




3. Compute the following integrals.

(a) (4 points)

T
dx.
/xflx

(b) (6 points)

// e ) dady,
A

where A = {(z,y) : t+y <1,z >0,y > 0}.

Solucion

(a)

T 1
/x_ldx/<1+x_1>dxx+ln(x1)+C.



3. BLocK III. IMPROPER AND PARAMETRIC INTEGRALS

1.
(a) (5 points) Calculate the area of the unbounded region of the plane
A={(z,y) : 2<2, 0<y < &}

(b) (5 points) Let
x xt
F(z) = / .
22 t

Compute explicitly F'(z).

Solution
(a)
area(A) :/ —dr=——| =2.
2 T Tl
(b)
612 ezs T z? e ezt z
Flz)="———(2 vt = 92— 4
(=) x x2(:z:)+/x2e x x+a?w2
.,1;2 13 .,1;2 IS .'L'2 LS
e e e
= —2—+ ———=2— —3—
T T T T T T
2.

(a) (5 points) Calculate the area of the unbounded region of the plane
A={(@y): 1<z 0<y< 2}

(b) (5 points) Let

z2 : ( t
F(x):/ sin@t) 4,
z t
Compute explicitly F'(z).

Solution

(a)

sin (z3)  sin (2?) ’ ~ 2sin(2®)  sin(a?)

F'(z) = (2x) 5 — + /I cos (xt) dt = . -



T T T T
_ 3sin(2®)  2sin(a?)
oz T

3.
(a) (5 points) Calculate the area of the unbounded region of the plane

1.

A={(r,y):0<a <4, 0<y<

s

(b) (5 points) Let
- [t

t
Compute explicitly F'(x).

Solution

(@)
‘4

area(A) = /0+ \/de = 8\/5|3 = 16.

(b) 2

cos (z3) _ cos (2?) ~ 2cos (2%) _ cos (2?)

cos (wt)|”

F'(z) = (22) + /w —sin (ot) dt =

_ 2cos(z%)  cos(z?) L cos (%) cos(2?)

2

xT x T xT

x T T T
_ 3cos(z)  2cos(2?)

T x

T

2



4. BLOCK IV. SEQUENCES AND SERIES

1.
(a) (5 points) Calculate the limit

1—@)_

lim,, o cOS (71' -

(b) (5 points) Calculate the value of the series

ZOO 6(6_(n+1) —e").

n=

Solution

(a)
1—\/1+n2_1—\/1+n2><1+\/1—|—n2_ —n? -1

n n 1+vV1i+n?2  n(l+V1+n?)

1
n n
converges to —1 as n — oo, thus the limit is cos (—7) = —1.

(b) It is a telescoping series Y (bp4+1 — by), where b, = e~™ converges to 0, thus the series is convergent

and its sum is the first element of the series, —e 5.

2.

(a) )5 points) Calculate the limit

1 1—1)
[ A £ —

(b) (5 points) Prove that the series

Sl +

lim,, oo Sin <7r

i (_1)n+1 . i
n=1 4n

is convergent and compute the error made by approximating the true value of the series with the 3 first
terms of the sum (n = 1,2, 3).

Solution

(a)

Vi4r+1 Ld4141 (/i1

converges to 1/2 as n — oo, thus the limit is sin7/2 = 1.

(b)

Vig1-1 (Ji41-1 (/i41+1 1 1
i = I % =



The series converges since it is an alternate series, which general term is decreasing and con verges to 0
(Leibniz Theorem). The theorem also establishes

|S — S3| < a4,
where S is the sum of the series and S35 is the sum of the first three terms. Hence
3 3 39 3 3
ngal—i—ag—l—ag:f———l—— ay ‘S—Sg|<7%00117

41716 "64 64 ~ 256 256

3.
(a) (5 points) Calculate the limit

2n
2n
li 11— — .
(1o 2

(b) (5 points) Analyze the convergence of the series
o0
Z ne="’.
n=1
Solution

(a)

R an?
n+1 | n241

. o \*" . 1 o
Tn2t1) S nd

converges to e 4

(b)
It suffices to apply the root test.
an = Vne® = Ve = gt = pl/nen

lim /@, = lim n'/"e " =0< 1.

n—roo n— oo

as n — oQ.



