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Introduction: Panel Data

See also Wooldridge (chapter 13) and Stock & Watson (chapter 10).

Panel or longitudinal data consist of a sample of several observations in
subsequent time periods on the same individual units.

Each individual unit can refer to an individual, a household, a company, a
province, a country, etc.

Unlike repeated cross sections, in which we have several time periods but
observations in each time period correspond to di¤erent individuals, with
panel data we follow the same individuals over several time periods.

In general, we consider panel data applications in which the number of
individuals (n) is very large while the number of time periods we observe
them (T ) is shorter.
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Introduction: Panel Data (cont.)

To characterize a population of interest with panel data, we start with a
survey to a random sample of individuals in a certain period and collect the
same information again in subsequent periods (month, quarter, year).

An example for Spain is the �Encuesta de Condiciones de Vida� (Living
Conditions Survey) from INE. The �rst survey started on 2004 with a sample
size around 15,000 households, and each household is interviewed on an
annual basis over four consecutive years.

With panel data we can follow the evolution over time of particular variables
for the same individual units.

As we have observations for the same individual units over several time
periods, such observations may show time dependence.

For example, unobserved individual factors that a¤ected an individual�s wage
in 2014 might also a¤ect her wage in 2015.
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Advantages of Panel Data

Panel data has two major advantages with respect to repeated cross sections.

These advantages arise from the fact panel data provides several observations
of the same individuals over time.

First, we can control for the potential bias due to unobserved (individual)
heterogeneity.
Second, we can estimate dynamic models.

However, in this course we will focus on static models, and estimation of
dynamic models will not be discussed
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Advantages of Panel Data (cont.)

Unobserved (individual) heterogeneity consist of omitted individual
characteristics that di¤er among individuals but are constant over time.

With several observations of the same individual units over time we can
overcome unobserved heterogeneity bias using special methods and model
transformations.
This problem cannot be addressed with cross sections and repeated cross
sections, as we only observe each individual once.

Dynamic models (well-known in time-series econometrics) include the
lagged dependent variable as explanatory variable.

Panel data provides a (usually short) time series for each individual.
With panel data, denoting i for individual unit and t time period, given a
sample for two variables fXit ,Yitg, (i = 1, . . . , n; t = 1, . . . ,T ), we can
consider speci�cations like

Yit = β0 + β1Yi ,t�1 + β2Xit + vit .
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The linear model with panel data

Consider a sample for two variables X and Y , fXit ,Yitg, i = 1, . . . , n;
t = 1, . . . ,T .

Subscript i refers to the individual unit (individual, household, �rm, etc.)
Subscript t refers to the time period.

Consider, for i = 1, . . . , n; t = 1, . . . ,T , the linear model

Yit = β0 +∑Ts=2 δsdst + β1Xit+ ai + uit| {z }
vit

where

dst is a binary variable taking value 1 at period t = s and 1 at t 6= s (common
to all units, so it doesn�t have subscript i).
It captures aggregate shocks common to all individuals.
vit = ai + uit is the unobserved random error (composed of two terms).
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The linear model with panel data (cont.)

The random composite error vit = ai + uit is broken down into:
ai : unobserved random variable capturing all unobserved individual factors
a¤ecting Yit that do not change over time (so it has no subscript t).
uit : usual (idiosynchratic) random error that includes any unanticipated shock
or unobserved factor a¤ecting Yit that di¤ers both among individuals and over
time.

ai captures unobserved time-invariant di¤erences among individuals (called
unobserved heterogeneity, individual heterogeneity, or individual �xed e¤ect).

The properties of the model will depend on the relation of the explanatory
variable Xit with the unobserved error term vit .

We will have to consider such relation with each component, ai and uit .
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Exogeneity in the panel data context

We �rst start with the relation of Xit with the (usual) idiosynchratic shock
uit .

We have contemporaneous exogeneity when C (Xit , uit ) = 0.
In the cross section framework (or even with repeated cross sections),
contemporaneous exogeneity su¢ ces to get consistent estimates of the
parameters of interest.

We have strict exogeneity when C (Xit , uis ) = 0, 8t, s = 1, . . . ,T .
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Exogeneity in the panel data context (cont.)

Strict exogeneity is much more stringent than contemporaneous exogeneity,
as it requires:

(i) Xit uncorrelated with future shocks, i.e. C (Xit , uis ) = 0, s > t.
(ii) Xit uncorrelated with current shocks, i.e. C (Xit , uit ) = 0
(contemporaneous exogeneity).
(iii) Xit uncorrelated with past shocks, i.e. C (Xit , uis ) = 0, s < t.

Condition (i) of no correlation of the explanatory variable(s) with future
shocks is expected to hold, as unanticipated shocks are not expected to a¤ect
realizations of X happened before.

But condition (iii) will be very demanding in many instances, as we require X
to be una¤ected by shocks occurred in the past.
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Unobserved heterogeneity

Under which conditions does pooled OLS provide a consistent estimate of the
parameter of interest β1?

Let�s start assuming contemporaneous exogeneity of X : C (Xit , uit ) = 0.

But this condition does not ensure the pooled OLS estimator of β1 is
consistent.

Under contemporaneous exogeneity, the relevant issue is whether ai is
uncorrelated with Xit .

If in addition to C (Xit , uit ) = 0 we have C (Xit , ai ) = 0, then

C (Xit , vit ) = C (Xit , ai + uit ) = C (Xit , a)| {z } +C (Xit , uit )| {z } = 0

0 0

so pooled OLS will yield consistent estimates.
But if on the contrary C (ai ,Xit ) 6= 0 ) C (Xit , vit ) 6= 0 so pooled OLS will
be inconsistent.

The bias for omitting ai is called unobserved heterogeneity bias. It results
from ignoring ai when C (ai ,Xit ) 6= 0.
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Unobserved heterogeneity: Examples

Production function of a crop �eld

Yit = log
�
Output/m2

�
, Xit = log

�
Fertilizer/m2

�
; ai = Land�s quality

(time-invariant, known by the farmer but unkown by the analyst); uit =
shocks a¤ecting output crop (rainfall, drought, landslides, etc.)
The amount of fertilizer by m2 is expected to be correlated with land�s quality.

E¤ect of training on workers�earnings

Yit = log (Annual earnings), Xit = log (Hours of training); ai = Individual�s
ability; uit = shocks a¤ecting annual earnings (�rm�s pro�tability, labor
con�icts, etc.)
If the hours of training are chosen by each worker, its amount is expected to
be correlated with individual ability.
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The false dichotomy of random e¤ects vs �xed e¤ects

The traditional, old-fashion, approach presents two mutually exclusive points
of view about the individual e¤ects ai :

�Random e¤ects�: the ai�s (i = 1, . . . , n) are random variables, assumed to
be uncorrelated with the explanatory variable(s) (so C (ai ,Xit ) = 0).
�Fixed e¤ects�: the ai�s (i = 1, . . . , n) are n unknown (�xed) parameters that
characterize a di¤erent intercept for each individual. Disregarding them will
lead to inconsistent estimates.

However, this is a false dichotomy: ai is always a random variable.
The key issue is whether the individual e¤ects are uncorrelated or not with
the explanatory variable(s).

If C (ai ,Xit ) = 0, the pooled OLS estimator (that ignores ai ) will be
consistent.
If C (ai ,Xit ) 6= 0, the pooled OLS estimator will be inconsistent.
We�ll need a transformation of the original model that removes the individual
e¤ects ai to obtain consistent estimates.
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Panel data with two time periods

Consider the simplest panel with T = 2,

Yit = β0 + δ2d2t + β1Xit + vit
vit = ai + uit

For pooled OLS be consistent for β1, we need C (Xit , vit ) = 0, for which
contemporaneous exogeneity of X , C (Xit , uit ) = 0 is a necessary but not
su¢ cient condition.

Even so, if C (Xit , ai ) 6= 0, OLS will be inconsistent.
Lack of controlling for omitted ai in pooled OLS leads to inconsistency due
to heterogeneity bias.
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Example: Alcohol Taxation and Tra¢ c Deaths

Goal: Analyze policies about alcohol consumption to reduce tra¢ c mortality.

Data fatality.gdt in gretl: 48 US states, 7 years (1982 to 1988).

We use only 1982 and 1988.

Variables:

Tra¢ c Mortality: rate of tra¢ c deaths per 10,000 residents (variable TM).
Tax on a case of beers in 1988 dollars (variable beertax).
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Example: Alcohol Taxation and Tra¢ c Deaths
Using a single cross section

Simple model for year 1982: TMi = β0 + β1beertaxi + ui

The OLS estimated coe¢ cient for the 1982 cross section bβ1 = 0.15 is
positive (though statistically non signi�cant).
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Example: Alcohol Taxation and Tra¢ c Deaths
Potential explanations to the estimation results

Using pooled cross sections for 1982 and 1988, the OLS estimated coe¢ cient
is positive and signi�cant: Check with gretl!!

Can we conclude that taxing beer increases the number of tra¢ c fatalities?

There are many (omitted) state-speci�c factors behind tra¢ c fatalities, like
distribution of automobiles�age, quality of roads, culture of drinking and
driving, tra¢ c density...

If some of these factors are correlated with tax on beer, pooled OLS
estimates will be inconsistent.

Although we could pick data on some of these factors, some other (e.g.
culture) are di¢ cult to get.

These omitted state-speci�c factors vary little (or not at all) in a 10-year time
span.

If such factors remain constant in the sample period, panel data allows to
obtain consistent estimators.
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The FD transformation

Most likely, unobserved individual e¤ects ai are correlated with the
explanatory variable(s).

We can exploit the fact that whereas Yit , Xit vary over time, ai doesn�t.

When T = 2, we can write for each of the two periods

Yi2 = β0 + (δ2 � 1) + β1Xi2 + ai + ui2
Yi1 = β0 + (δ2 � 0) + β1Xi1 + ai + ui1

where we have used the fact that d2t takes value 1 when t = 2 and 0 when
t = 1.

If we substract the �rst-period equation to the second period equation, we
get the transformed �rst-di¤erences equation:

(Yi2 � Yi1) = δ2 + β1 (Xi2 � Xi1) + (ui2 � ui1) .
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The First-Di¤erences (FD) estimator

Equivalently, we can use the ∆ operator to denote time
change ∆Zi2 = Zi2 � Zi1.
When T = 2, this equation in �rst di¤erences (FD) is a single cross-sectional
equation, with each original variable transformed in FD.

∆Yi2 = δ2 + β1∆Xi2 + ∆ui2

Notice that we have got rid of ai thanks to the FD transformation:
∆ai = (ai � ai ) = 0.
Key condition: C (∆Xi2,∆ui2) = 0.

If ∆ui2 is uncorrelated with ∆Xi2, OLS applied to the FD equation will yield a
consistent estimate of β1.
Question: For the key condition to hold, does it su¢ ce C (Xit , uit ) = 0?

The OLS estimator in the FD equation is called the First-Di¤erences (FD)
estimator.
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About the FD estimator

Provided the earlier key condition is true, the FD estimator is consistent
under any form of correlation between ai and the controls.

Under general regularity conditions, p limN!∞

�bβFD1 �
= β1 for T �xed.

There is no need to estimate the unobserved individual e¤ects ai
(i = 1, . . . , n).

They are dropped when taking FD to the original equation.

The FD estimator requires ∆Xi2 to vary across units.
If the variability of ∆Xi2 is small, the FD estimator will yield imprecise
estimates (because the variance of bβFD1 will be high).

Sometimes, it may make sense to take di¤erences between periods farther
away to get enough variability over time in Xit .
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Example: Alcohol Taxation and Tra¢ c Deaths
Exploiting panel data

Consider years 1982 and 1988:

TMit = β0 + δ2d2t + β1beertaxit + ai + uit , t = 1982, 1988.

ai represents unobserved state-speci�c time-invariant variables a¤ecting
fatality rate in state i .

It may include local attitudes towards driving while drunk.
Of course, ai might capture other unobserved time-invariant state-speci�c
features a¤ecting fatalities. Can you suggest any?
We can consider them as constant between 1982 and 1988 if they change very
slowly.

Most likely, states with a less favorable attitude towards driving while drunk
will have on average less tra¢ c fatalities... and maybe higher alcohol taxes
too.

This is a clear case of omitted variable bias: beertax partly captures the
(indirect) e¤ect of the dominant local attitude towards driving while drunk.
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Example: Alcohol Taxation and Tra¢ c Deaths
First di¤erences

The unobserved time-invariant individual e¤ects ai can be removed taking FD

∆TMit = δ2 + β1∆beertaxit + ∆uit , t = 1988.

Notice that the FD transformation removes any time-invariant term, like the
constant term β0 and the individual e¤ect ai .
Also, ∆δ2d2t = δ2 � (1� 0) = δ2.

Summarizing:

Attitudes about driving while drunk (contained in ai ) a¤ect the proportion of
drunk drivers and thus the rate of tra¢ c fatalities in the state.
If such attitudes barely change in a moderately large time span (e.g., 1982 to
1988), they could not a¤ect the change in the state�s tra¢ c fatality rate.
Hence, the time change in TMit (between 1982 and 1988), ∆TMit , must be
due to other factors, like changes in state beer taxes beertaxit and in
idyosynchratic shocks uit .
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Example: Alcohol Taxation and Tra¢ c Deaths
FD estimation results

FD model for year 1988: ∆TMi2 = δ2 + β1∆beertaxi2 + ∆ui2.

Unlike the pooled OLS estimates, the FD estimation shows that increasing
alcohol taxes reduces tra¢ c fatalities.
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Example: Alcohol Taxation and Tra¢ c Deaths
FD estimation results. Comments

The intercept measures the e¤ect on the fatality rates of aggregate e¤ects
common to all states.

A 1$ increase in the beer tax per case of beers reduces average tra¢ c
mortality by 1.04 deaths per 10, 000 residents.

The estimated e¤ect of the beer tax is signi�cant and relevant:

The sample average annual fatality rate is 2 deaths per 10, 000 residents.
Hence, the estimated reduction of 1.04 deaths suggests a 1$ tax increase per
beer case might reduce the fatality rate by half (50%).
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Extensions and limitations of the FD estimator

The extension of the FD estimator with several explanatory variables is
straightforward.

As with cross section data, heteroskedasticity (non-constant conditional
variance of the idiosynchratic error uit ) is very likely.
Hence, we should compute heteroskedasticity-robust standard errors.
The FD estimator removes any time-invariant factor, either unobserved (ai )
or observed.

Hence, the FD estimator cannot provide the estimated e¤ects of any observed
time-invariant explanatory variable.

The FD estimator requires su¢ cient time variation in explanatory variables.

In the tra¢ c fatalities example, we need time variation in beertax in several
states to estimate its e¤ect with su¢ cient precision.
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Extensions and limitations of the FD estimator (cont.)

Consistency of the FD estimator requires the key condition
C (∆Xit ,∆uit ) = 0.

Notice that contemporanous exogeneity does not su¢ ce.

There may be other individual time-varying factors, correlated with the
explanatory variable(s), which a¤ect Yit .
If such factors are omitted, then C (Xit , uit ) 6= 0, and C (∆Xit ,∆uit ) 6= 0
too.

In such case, the FD estimator will su¤er from endogeneity bias and will be
inconsistent.
Solutions to this problem would require the use of IV/2SLS FD estimation,
which are not discussed in this course.
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FD with more periods

Yit = β0 +
T

∑
s=2

δsdst + β1Xit + ai + uit , i = 1, . . . , n; t = 1, . . . ,T .

It is possible to apply the earlier FD strategy when T > 2, just by taking
di¤erences from adjacent periods (between t and t � 1).
As with T = 2, the key condition is C (∆Xit ,∆uit ) = 0 8t � 2.

Notice C (∆Xit ,∆uit ) = C (Xit � Xi ,t�1, uit � ui ,t�1) =
C (Xit , uit )� C (Xit , ui ,t�1)� C (Xi ,t�1, uit ) + C (Xi ,t�1, ui ,t�1).
Then, the key condition requires C (Xit , uit ) = 0, C (Xit , ui ,t�1) = 0,
C (Xit , ui ,t+1) = 0,
or equivalently C (Xit , ui ,t+s ) = 0, 8t, s = �1, 0, 1.
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FD with more periods (cont.)

For the sake of simplicity, consider T = 3,

Yit = β0 + δ2d2t + δ3d3t + β1Xit + ai + uit , t = 1, 2, 3.

We are interested in estimating β1.

If C (Xit , ai ) 6= 0, pooled OLS will be inconsistent, even though
C (Xit , uit ) = 0.

Key condition for consistency of the FD estimator:
C (∆Xit ,∆uit ) = 0, C (Xit , ui ,t+s ) = 0, 8t, s = �1, 0, 1.
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FD with more periods (cont.)

Applying FD to get rid of ai ,

∆Yit = δ2∆d2t + δ3∆d3t + β1∆Xit + ∆uit , t = 2, 3.

which is equivalent to include a constant term and a single time dummy:

∆Yit = α0 + α3d3t + β1∆Xit + ∆uit , t = 2, 3.

In general, when T > 3 we will have T � 1 observations per individual unit,
and include T � 2 time dummies

∆Yit = α0 +
T

∑
s=3

αsdst + β1∆Xit + ∆uit , t = 2, . . . ,T .
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Other transformation to remove individual e¤ects

There are alternative transformations to get rid of the unobserved individual
heterogeneity term.

Consider the simple linear model, abstracting from aggregate time e¤ects

Yit = β0 + β1Xit + ai + uit , i = 1, . . . , n; t = 1, . . . ,T .

We can consider,for each individual, the average over time of the expression
above

Y i = β0 + β1X i + ai + ui , i = 1, . . . , n,

where Y i =
1
T ∑Tt=1 Yit , X i =

1
T ∑Tt=1 Xit , ui =

1
T ∑Tt=1 uit .

If we substract the average equation to the original one at each period t, we
get�

Yit � Y i
�
= β1

�
Xit � X i

�
+ (uit � ui ) , i = 1, . . . , n; t = 1, . . . ,T .
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The WG estimator

The original variables for each individual unit i have been transformed in
deviation with respect to the individual means eYit = Yit � Y i ,eXit = Xit � X i , etc.eYit = β1

eXit + euit , i = 1, . . . , n; t = 1, . . . ,T .

This transformation is called within-group (WG) transformation.

The individual e¤ect ai is removed, since its WG transformation is equal to 0.

The pooled OLS estimation of the WG transformation of the model yields the
WG estimator.

The key condition for consistency of the WG estimator is C
�eXit , euit� = 0,

for which we need strict exogeneity!!
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WG or Fixed E¤ects (FE) estimation

The WG estimator is also known as �xed-e¤ects (FE) estimator.

The reason is that estimating by OLS the WG transformation of the original
model is equivalent to estimate by OLS the original model augmented with a
set of additional binary (dummy) variables for each individual unit i :

Yit =
n

∑
i=1

γiDi + β1Xit + uit , i = 1, . . . , n; t = 1, . . . ,T ,

where Di is a �xed e¤ect binary variable, which takes on value 1 if
observation corresponds to individual i and 0 otherwise.

In fact, although each �xed e¤ect γiDi is not really a �xed parameter, it is
constant in the sample period.

The �xed e¤ect term is an old-fashioned view that considers unobserved
individual e¤ects ai as nuisance unknown parameters.

Unobserved individual e¤ects must be viewed as individual-speci�c random
variables that barely change over the sample period.
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Properties of the WG estimator

The WG or FE estimator is consistent if C (Xit , uis ) = 0 8t, s (strict
exogeneity).

This key condition is very strong and it cannot be held in many situations.

Both the FD and the WG estimator allow for any kind of correlation between
the individual e¤ects ai and the explanatory variables.

Also, both FD and WG transformations remove any time-invariant variable in
the model. Hence, FD and WG estimators do not identify the coe¢ cient of
any observed time-invariant variable.

In the most usual case of large n and small T , the choice between FD or WG
estimators relies on the relative e¢ ciency of each estimator (since both will
be consistent under strict exogeneity).

When T > 2 the WG estimator is generally more e¢ cient than the FD
estimator.
When T = 2, the WG and the FD estimators are numerically identical.
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Example: Alcohol Taxation and Tra¢ c Deaths
WG estimation results. Comments

WG model transformación for year 1988: gTM it = β1b̂eertax it + euit with
t = 1982, 1988.

We must �rst tell gretl that we have panel data, declaring the variables
identifying the individual unit (in this case, state) and the time period (in
this case, year):
setobs state year --panel-vars

Then, we use the command panel. We can use the option --time-dummies
to include them in the model estimation.

We get bβWG1 = �1.04097, with a standard error of 0.3475.
The IG estimate is identical to the pooled OLS estimate of the original model
augmented with state dummies.
Question: How do the WG and the FD estimates compare in this case?
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�Random E¤ects�(RE)

Usually, the individual e¤ects ai are correlated with the explanatory variables.

The WG estimator is consistent irrespective on whether C (ai ,Xit ) = 0 or
not, provided that the key condition C (Xit , uis ) = 08t, s = 1, . . . ,T is held.
Nonetheless, it must be noticed that C (ai ,Xit ) = 0 is very unlikely.

When C (ai ,Xit ) = 0 and the key condition above holds:

The WG estimator is consistent but ine¢ cient.
Pooled OLS (in the untransformed model) is consistent too, but ine¢ cient, as
it ignores the structure of the composite error term ai + uit .

Traditionally, this framework has been wrongly labelled as �random e¤ects�,
but it should be called uncorrelated random e¤ects.
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(Uncorrelated) Random E¤ects (RE)

Consider the simplest model

Yit = β0 + β1Xit + ai + uit , i = 1, . . . , n; t = 1, . . . ,T .

If C (Xit , uit ) = 0 and C (Xit , ai ) = 0, pooled OLS estimator of the model
above will yield a consistent estimate of β1.

In fact, it su¢ ces T = 1 (a single cross section) to get a consistent estimate.

However, the composite error term vit = ai + uit is serially correlated over
time.

Assuming homoskedasticity, and lack of serial correlation in uit
(C (uit , uis ) = 0, 8t 6= s), denoting σ2a = V (ai ), σ2u = V (uit ):

V (vit ) � V (ai + uit ) = σ2a + σ2u .
C (vit , vis ) = C (ai + uit , ai + uis ) = σ2a , 8t 6= s .

Pooled OLS will be ine¢ cient as it ignores this serial correlation.
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The �Random E¤ects�(RE) Estimator

Instead, we can use Feasible Generalized Least Squares (Feasible GLS), which
accounts for serial autocorrelation (we don´t see the details here).

The so-called RE (Random E¤ects) estimator is a FGLS estimator that
consists on estimating by OLS the following transformation of the model

Yit � λY i = β0 (1� λ) + β1
�
Xit � λX i

�
+ (vit � λv i )

where Z i =
1
T ∑Tt=1 Zit denotes the average of Zit over time.

λ is an unknown parameter that lies between 0 and 1, which veri�es
(1� λ)2 = 1/

�
1+ Tσ2a/σ2u

�
. Hence, λ is increasing with the relative

variance σ2a/σ2u .

The smaller σ2a/σ2u the closer λ will be to 0, and the RE estimator will be alike
the pooled OLS estimator.
The higher σ2a/σ2u the closer λ will be to 1, and the RE estimator will be alike
the WG or FE estimator.
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The �Random E¤ects�(RE) Estimator (cont.)

To obtain the RE estimator we need to estimate λ, for which we have to
estimate σ2a and σ2u . Such estimates can be obtained from the WG estimator.

Computation of the RE estimator is straightforward in gretl.

However, this framework is quite unrealistic, as it requires the idiosynchratic
error uit to be serially uncorrelated over time and homoskedastic!!

If we have heteroskedasticity and/or serial correlation, the RE transformation
is not optimal. Hence, the RE estimator is no longer the FGLS estimator and
therefore is not e¢ cient.

In practice, it is unlikely that the former assumptions to ensure consistency
and e¢ ciency of the RE estimator are true.

In particular, the individual e¤ects are usually correlated with the explanatory
variables, so the RE estimator is inconsistent (and will di¤er very much from
the WG estimator).
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�Fixed E¤ects�vs �Random E¤ects�

Suppose that the key condition C (Xit , uis ) = 08t, s = 1, . . . ,T holds, and
the idyosynchratc error is homoskedastic and serially uncorrelated.

Consider the null hypothesis H0 : C (Xit , ai ) = 0 vs the alternative
H1 : C (Xit , ai ) 6= 0.

Estimation Hypothesis about C (Xit , ai )
Method H0 : C (Xit , ai ) = 0 H1 : C (Xit , ai ) 6= 0.
WG or FE consistent consistent

RE
consistent
e¢ cient

inconsistent

The WG/FE estimator is consistent both under the null and under the
alternative. But if the null is true, then the RE estimator is consistent too
and more e¢ cient than the WG/FE estimator.

Under no correlation between the unobserved individual e¤ects and the
explanatory variables, the RE estimator is preferable to the WG/FE estimator.
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Testing �Fixed E¤ects�vs �Random E¤ects�

If the key condition above holds, we can implement a Hausman test to
assess whether the unobserved individual e¤ects are correlated with the
explanatory variables or not. The null hypothesis is H0 : C (Xit ,ai ) = 0.
The Hausman test evaluates such hypothesis testing whether the di¤erence
between the WG/FE and the RE estimators is statistically signi�cant or not.

This test is straightforward to implement in gretl (we are not going to
derive it).
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Testing �Fixed E¤ects�vs �Random E¤ects�(cont.)

Notice, however, that the validity of the Hausman test lies on very strong
assumptions to guarantee that the WG/FE estimator is consistent anyway.

Namely, we need the key condition C (Xit , uis ) = 08t, s = 1, . . . ,T .
If such condition does not hold, the WG/FE estimator will be inconsistent
both under H0 and H1 (and also the RE estimator).

Even if the key condition is held, we still need the idiosynchratic error to
satisfy conditional homoskedasticity and lack of serial correlation.

Otherwise the Hausman test would still be inconsistent.

Consequently, the strategy based on the Hausman test confronting the FE
and the RE estimators is not recommended.

This strategy is currently overcome among the practitioners.
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Example FE vs RE: GMR

Consider the following model for innovation expenditure (inn) with �rm-level
panel data

innit = β1jGMRit (j) + β2kDsizeit (k) + β3lDsectorit (l) + ai + uit

where GMR (j) is the range of the market where the company operates, with j
between 1 and 4 corresponding to local (1), national (2), European (3) or
International (4) and Dsize (k) and Dsector(l) correspond to company size
and sector or industry in which the company operates.

If GMR a¤ects innovation positively, β1j would be higher for higher j .

We can use the Spanish �Panel de Innovación Tecnológica� (PITEC) or
Panel of Technological Innovation, an unbalanced panel with detailed
company-level information on innovation from 2003.

Our sample runs between 2003 and 2008.
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Example FE vs RE: GMR
Pooled OLS

ols inn const dummify(gmr) dummify(year) dummify(sector)
----robust
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Example FE vs RE: GMR
Fixed E¤ects FE/WG

panel inn const dummify(gmr) dummify(year) dummify(sector)
----robust
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Example FE vs RE: GMR
�Random E¤ects� (RE)

panel inn const dummify(gmr) dummify(year) dummify(sector)
----random-effects

(UC3M) Panel data - Applied Economics 44 / 48



Example FE vs RE: GMR
The parameter λ and the Hausman test

�Within-variance�= 0.0837569 �Between-variance�= 0.130407

Hausman test - Null hypothesis: GLS estimates are consistent

Asymptotic test statistic: Chi-square(29) = 374.727 with p-value =
9.52973e-62

Notice the Hausman test is valid only if the WG estimator is consistent, what
requires the strong key condition C (Xit , uis ) = 08t, s = 1, . . . ,T .
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Advantages of panel data

Unlike single cross sections or repeated cross sections, panel data allows to
control for individual unobserved heterogeneity (unobserved individual
e¤ects).

Individual e¤ects ai (i = 1, . . . , n) are unobserved individual-speci�c,
time-invariant, random variables that capture unobserved di¤erences among
individual units that do not change over time (at least, along the sample time
period).

Such individual e¤ects are potentially correlated with the explanatory
variables, what make pooled OLS estimators inconsistent.

In order to get consistent estimators, we must consider transformations of the
original model that remove the (time-invariant) individual e¤ects, like FD or
WG.

If strict exogeneity C (Xit , uis ) = 08t, s holds, OLS estimation of the FD or
WG transformation of the model of interest yields consistent estimates of the
parameters of interest.
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Panel data in practice

Unobserved individual e¤ects are random variables that are usually correlated
with the explanatory variables.

This advises against the old-fashion strategy of using the Hausman test to
choose between FE/WG vs RE estimators.

The RE estimator relies on very unrealistic assumptions.
If such assumptions do not hold, the Hausman test is ill-de�ned, so it can lead
to misleading conclusions.

Also, as it happens with cross sections, we should expect heteroskedasticity,
so heteroskedasticity-robust standard errors are recommended.

We should also allow for common aggregate shocks by introducing time
dummies.

In general, some individual units will stop answering iat some time period and
leave the sample. Hence, for the sake of sample representativeness, the
sample must be refreshed with new individual units. Consequently, not all
individuals are observed in each sample period. Also, panel data can be
unbalanced, with di¤erent individual units being observed in a di¤erent time
span (Ti ).
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Limitations of panel data

Very often, the key condition C (Xit , uis ) = 08t, s = 1, . . . ,T (strict
exogeneity) does not hold.
If some explanatory variable is not strictly exogenous, then the FD and WG
estimators will be inconsistent.

Obviously, this condition is not held with dynamic models (not studied here),
which include the lagged endogenous variable among the explanatory variables.

Notice that the WG estimator requires much more stringent conditions than
the FD estimator, making the WG estimator less robust than the FD
estimator.

If the key condition doesn�t hold, we should consider instrumental-variable
methods for the FD transformation of the model (not studied here).

(UC3M) Panel data - Applied Economics 48 / 48


	Introduction
	The baseline linear model with panel data
	Exogeneity in the panel data context
	Unobserved heterogeneity
	The false dichotomy of random effects vs fixed effects

	Panel data with two time periods
	The Pooled OLS estimator
	The First-Differences (FD) estimator
	Example
	Limitations of the FD estimator

	Panel data with more time periods
	The FD estimator with more periods

	The WG (Within groups) Estimator
	The “Random Effects” estimator
	Concluding remarks
	Advantages of panel data
	Panel data in practice
	Limitations of panel data


