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A B S T R A C T

In this paper, we consider the nonparametric estimation of a varying coefficient fixed effect panel data model. The estimator is based in a within (un-smoothed) transformation of the regression model and then a local linear regression is applied to estimate the unknown varying coefficient functions. It turns out that the standard use of this technique produces a non-negligible asymptotic bias. In order to avoid it, a high dimensional kernel weight is introduced in the estimation procedure. As a consequence, the asymptotic bias is removed but the variance is enlarged, and therefore the estimator shows a very slow rate of convergence. In order to achieve the optimal rate, we propose a one-step backfitting algorithm. The resulting two-step estimator is shown to be asymptotically normal and its rate of convergence is optimal within its class of smoothness functions. It is also oracle efficient. Further, this estimator is compared both theoretically and by Monte-Carlo simulation against other estimators that are based in a within (smoothed) transformation of the regression model. More precisely the profile least-squares estimator proposed in this context in Sun et al. (2009). It turns out that the smoothness in the transformation enlarges the bias and it makes the estimator more difficult to analyze from the statistical point of view. However, the first step estimator, as expected, shows a bad performance when compared against both the two step backfitting algorithm and the profile least-squares estimator.

1. Introduction

This paper is concerned with the nonparametric estimation and inference of panel data varying coefficient models with fixed effects. In fact, in the random effect setting, direct estimation through the use of standard nonparametric techniques is straightforward and there is only need to care about efficiency issues (see for example [14] or [6]). However, in the fixed effect framework, direct estimation of the functions of interest produces asymptotically biased estimators. This is due to the correlation that exists between the heterogeneity term and the explanatory variables. Traditionally, standard techniques in fixed effect panel data models consist in removing the heterogeneity term by transforming the statistical model of departure. Following Su and Ullah [17] there exist, at least, two different alternative transformations. On one side, the so-called profile least-squares method and, on the other side, the differencing method. Taking first differences, subtracting the equation from time \( t \) from that for time 1 or alternatively subtracting the within-group average are all them examples that can be considered differencing techniques. In standard parametric fixed effect panel data models (see [19]) the choice among differencing techniques is related to efficiency issues. For example, if the idiosyncratic errors follow the structure of a random walk, first differences are recommended, however in much general situations such as an i.i.d. or a strictly stationary context the within (fixed effects) estimator is recommended.
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In this paper we present an estimation procedure that uses a (un-smoothed) mean deviation transformation of the varying coefficient fixed effect panel data model. Since the transformed model appears as an additive function with the same functional form at different times, the proposals to estimate this type of models are closely related to estimation techniques originally designed for additive models (see [5,9] or [16]). As an alternative, we propose to apply a local approximation on the \( T \) additive functions that result from the mean deviation transformation where we denote by \( T \) the number of time observations per individual. In this context, the local linear regression estimator exhibits a non-negligible bias in the estimation of the additive components. This is because these techniques approximate the unknown function around a fixed value without considering the sum of the distances between this fixed term and the other values of the sample. This phenomenon was already pointed out in [12,8] but unfortunately they did not provide a solution to this problem. In this context, our proposal is to consider a local approximation around the whole vector of time observations for each individual. Unfortunately, although the introduction of the \( T \)-variate kernel solves the bias problem, it enlarges the variance. For large \( T \), this can create very slow rates of convergence of our estimator. As a solution, we propose to use a one-step backfitting algorithm. The idea, as already pointed out in [4], is that additional smoothing cannot reduce the bias but it can diminish the variance. Therefore, the additional smoothing that is introduced by the backfitting enables us to achieve optimal nonparametric rates of convergence for the estimators of the unknown functions of interest. The same type of results can be found in [13] for the first differences setting.

The reason to choose the within transformation among others is twofold. First, considering efficiency issues, the resulting estimator will be more efficient than those resulting from other transformations when assuming standard assumptions such as i.i.d. or stationary idiosyncratic errors. Second, note that this transformation consists in removing the fixed effect term by deducting a (un-smoothed) cross-time average from each individual unit. On the contrary, in profile least-squares techniques the heterogeneity term is removed by deducting a smoothed cross-time average. Therefore, since they are rather similar, it can be also of great interest to compare the statistical properties of both estimators, i.e. the one obtained in this paper using the within transformation and the profile least-squares estimator proposed in [18]. Hence, the main interest of the paper is that, to our knowledge, in the framework of fixed effects varying coefficient panel data models this is the first paper where estimators that result from deducting un-smoothed and smoothed cross-time averages from each individual units are compared both from theoretical and simulation results. Furthermore, a nonparametric fixed effect estimator of the varying coefficient model is proposed, its asymptotic properties are obtained and it is also shown that it also exhibits the oracle efficiency property.

The rest of the paper is organized as follows. In Section 2 we set up the model and the estimation procedure. We also provide some comparisons with respect to profile least-squares estimators in very simple situations. In Section 3 we study the main statistical properties of both direct local linear estimator and one-step backfitting estimator for the multivariate case. We also compare both local linear and backfitting estimators against the one proposed in [18]. Finally, in Section 4 we compare empirically the performance in small sample sizes of the same estimators through a Monte Carlo simulation. The proofs of the main results are collected in the Appendix.

2. Statistical model and estimation procedure

We consider the following panel data varying coefficient regression model with fixed effects

\[
Y_{it} = X_{it}^\top m(Z_{it}) + \mu_i + v_{it}, \quad i = 1, \ldots, N; \quad t = 1, \ldots, T, \tag{2.1}
\]

where \( X_{it} \) and \( Z_{it} \) are vectors of covariates of dimension \( d \times 1 \) and \( q \times 1 \), respectively, \( m(Z) = (m_1(Z), \ldots, m_d(Z)) \) is a \( d \times 1 \) vector of unknown functions to estimate, \( v_{it} \) is the random error term and \( \mu_i \) reflects the unknown cross-sectional heterogeneity. Also, we allow for \( \mu_i \) to be correlated with \( X_{it} \) and/or \( Z_{it} \) with an unknown correlation structure.

To illustrate the estimation procedure proposed in this paper and to compare it against the profile least-squares estimator proposed in [18] we first focus on the univariate regression model and later we extend the results to the multivariate case. Consider the linear panel data model, where the dimensions of \( X \) and \( Z \) are respectively \( d = 1 \) and \( q = 1 \).

\[
Y_{it} = X_{it} m(Z_{it}) + \mu_i + v_{it}, \quad i = 1, \ldots, N; \quad t = 1, \ldots, T. \tag{2.2}
\]

Let \( \overline{Y}_i = T^{-1} \sum_{t=1}^T Y_{it} \) and \( \overline{v}_i = T^{-1} \sum_{t=1}^T v_{it} \). The within transformation implies subtracting from time \( t \) of (2.2) the within-group mean, i.e.,

\[
Y_{it} - \overline{Y}_{it} = X_{it} m(Z_{it}) - \frac{1}{T} \sum_{t=1}^T X_{it} m(Z_{it}) + v_{it} - \overline{v}_i, \quad i = 1, \ldots, N; \quad t = 1, \ldots, T. \tag{2.3}
\]

Instead of taking averages over time for each individual, consider the following corresponding local (smoothed) averages,

\[
\widetilde{Y}_i(z) = \sum_{s=1}^T \sigma_{is}(z) Y_{is}, \quad \widetilde{X}_i(z) = \sum_{s=1}^T \sigma_{is}(z) X_{is}
\]

\[
\widetilde{v}_i(z) = \sum_{s=1}^T \sigma_{is}(z) v_{is},
\]
where
\[
\sigma_{it}(z) = \frac{K_g(Z_{it} - z)}{\sum_{i=1}^{T} K_g(Z_{it} - z)}
\]
\[s = 1, \ldots, T,\]  \hfill (2.4)

\(g\) is a bandwidth and \(K\) is a kernel function such as
\[
\int K(u)du = 1 \quad \text{and} \quad K_g(u) = \frac{1}{g} K(u/g) .
\]

Since \(\sum_{i=1}^{T} \sigma_{it}(z) \mu_i = \mu_i\), for all \(i\), then, applying the same transformation as for the within estimator we obtain,
\[
Y_{it} - \hat{Y}_{i}(Z_{it}) = \left[ X_{it} - \bar{X}_{i} (Z_{it}) \right] m(Z_{it}) + v_{it} - \tilde{v}_i (Z_{it}) , \quad i = 1, \ldots, N ; \quad t = 1, \ldots, T . \]  \hfill (2.5)

Estimation of the quantities of interest can be implemented in (2.5) by considering, for any \(z \in A\), where \(A\) is a compact subset in a non-empty interior of \(\mathbb{R}\), the following Taylor expansion
\[
(X_{it} - \bar{X}_{i} (Z_{it})) m(Z_{it}) \approx \left[ X_{it} - \bar{X}_{i} (Z_{it}) \right] m(z) + \left[ X_{it} - \bar{X}_{i} (Z_{it}) \right] (Z_{it} - z) m'(z) + \frac{1}{2} \left[ X_{it} - \bar{X}_{i} (Z_{it}) \right] (Z_{it} - z)^2 m''(z) + \cdots + \frac{1}{p!} \left[ X_{it} - \bar{X}_{i} (Z_{it}) \right] (Z_{it} - z)^p m^{(p)}(z)
\]
\[= \sum_{\lambda=0}^{p} \alpha_{\lambda} \left[ X_{it} - \bar{X}_{i} (Z_{it}) \right] (Z_{it} - z) \lambda .
\]

This suggests that we estimate \(m(z), m'(z), \ldots, m^{(p)}(z)\) by regressing \(Y_{it} - \hat{Y}_{i}(z)\) on the terms \((X_{it} - \bar{X}_{i} (Z_{it})) (Z_{it} - z)\), for \(\lambda = 1, \ldots, p\), with kernel weights. Then, the quantities of interest can be estimated using a locally weighted linear regression,
\[
\sum_{i=1}^{N} \sum_{t=1}^{T} \left( Y_{it} - \hat{Y}_{i} (z) - \alpha_0 (X_{it} - \bar{X}_{i} (z)) - \alpha_1 (X_{it} - \bar{X}_{i} (z)) (Z_{it} - z) \right) K_g (Z_{it} - z) ;
\]  \hfill (2.6)

see [3,15] or [21].

Let \(\tilde{a}_0\) and \(\tilde{a}_1\) be the minimizers of (2.6). The above exposition suggests as estimators for \(m(z)\) and \(m'(z)\), \(\hat{m}_h(z) = \tilde{a}_0\) and \(\hat{m}_h(z) = \tilde{a}_1\), respectively. Furthermore, let us denote by \(\alpha = (\alpha_0 \quad \alpha_1)\) and \(\hat{Z}_{it} = (X_{it} - \bar{X}_{i} (z)) , \quad (X_{it} - \bar{X}_{i} (z)) (Z_{it} - z)\).

Then, the criterion function (2.6) can be rewritten as
\[
\sum_{i=1}^{N} \sum_{t=1}^{T} \left( Y_{it} - \hat{Y}_{i} (z) - \hat{Z}_{it} \alpha \right)^2 K_g (Z_{it} - z) ,
\]  \hfill (2.7)

and \(\tilde{a}_0\) and \(\tilde{a}_1\) have the following expression
\[
\left( \frac{\tilde{a}_0}{\tilde{a}_1} \right) = \left( \sum_{it} K_g (Z_{it} - z) \hat{Z}_{it} \hat{Z}_{it}^\top \right)^{-1} \sum_{it} K_g (Z_{it} - z) \hat{Z}_{it} (Y_{it} - \hat{Y}_{i} (z)) .
\]  \hfill (2.8)

This estimator is the profile least-squares estimator proposed in [18]. In fact, it turns out that the corresponding local constant regression estimator (consider \(\alpha_1 = 0\) in (2.6)) is
\[
\hat{m}_h(z) = \frac{\sum_{it} K_g (Z_{it} - z) (X_{it} - \bar{X}_{i} (z)) (Y_{it} - \hat{Y}_{i} (z))}{\sum_{it} K_g (Z_{it} - z) (X_{it} - \bar{X}_{i} (z))^2} ,
\]  \hfill (2.9)

which corresponds to the estimator proposed in [8].

Following the previous developments, our idea consists in estimating the quantities of interest starting from (2.3) by considering, for any \(z \in A\), where \(A\) is a compact subset in a non-empty interior of \(\mathbb{R}\), the following Taylor expansion
\[
X_{it} m(Z_{it}) - \frac{1}{T} \sum_{s=1}^{T} X_{is} m(Z_{is}) \approx \left( X_{it} - \frac{1}{T} \sum_{s=1}^{T} X_{is} \right) m(z) + \left[ X_{it} (Z_{it} - z) - \frac{1}{T} \sum_{s=1}^{T} X_{is} (Z_{is} - z) \right] m'(z) + \frac{1}{2} \left[ X_{it} (Z_{it} - z)^2 - \frac{1}{T} \sum_{s=1}^{T} X_{is} (Z_{is} - z)^2 \right] m''(z)
\]
where $\text{bias of the former estimator.}$

weights introduced in the profile least-square estimators do not appear in the fixed effect estimator. This might affect the

$m$

$m$

Therefore, combining (2.3) and (2.15) we obtain

\[ \tilde{Y}_{it}^* = X_{it} m (Z_{it}) + \tilde{v}_{it}, \quad i = 1, \ldots, N; \quad t = 1, \ldots, T, \]

where $\tilde{v}_{it} = v_{it} - \frac{1}{T} \sum_{t=1}^{T} v_{it}.$ Note that Eq. (2.16) already shows a low dimensional problem where $m (\cdot)$ could be estimated by a standard nonparametric regression method. Unfortunately, the functions $m (Z_{i1}), \ldots, m (Z_{iT})$ are not observed and
the standard locally weighted least-squares procedures would generate unfeasible estimators. To overcome this situation, we propose to replace in (2.15) the \( m(Z_{it}) \) by their corresponding estimators, \( \hat{m}_h(Z_{it}) \), in (2.13). Then, let \( \bar{Y}_{it}^b = \bar{Y}_{it} + T^{-1} \sum_{t=1}^T X_{it} \hat{m}_h(Z_{it}) \) be the regression problem becomes

\[
\bar{Y}_{it}^b = X_{it} m(Z_{it}) + \bar{v}_{it}^b, \quad i = 1, \ldots, N; \ t = 1, \ldots, T, \tag{2.17}
\]

where the composed error term is of the form

\[
\bar{v}_{it}^b = \frac{1}{T} \sum_{t=1}^T X_{it} (\hat{m}_h(Z_{it}) - m(Z_{it})) + \hat{v}_{it}.
\]

The quantities of interest can be obtained by minimizing the following criterion function

\[
\sum_{i=1}^{N} \sum_{t=1}^{T} \left( \bar{Y}_{it}^b - \gamma_0 X_{it} - \gamma_1 X_{it} (Z_{it} - z) \right)^2 K_h(Z_{it} - z), \tag{2.18}
\]

where \( \hat{h} \) is the bandwidth of this stage. We denote by \( \bar{\gamma}_0 \) and \( \bar{\gamma}_1 \) the minimizers of (2.18). As previously, we propose as estimators for \( m(\cdot) \) and \( m'(\cdot) \), \( \hat{m}_h(z) = \bar{\gamma}_0 \) and \( \hat{m}'_h(z) = \bar{\gamma}_1 \), respectively,

\[
\left( \begin{array}{c}
\bar{\gamma}_0 \\
\bar{\gamma}_1
\end{array} \right) = \left( \sum_{it} K_h(Z_{it} - z) \bar{Z}_{it}^b \bar{Z}_{it}^{bT} \right)^{-1} \sum_{it} K_h(Z_{it} - z) \bar{Z}_{it}^b \bar{Y}_{it}.
\]

where \( \bar{Z}_{it}^{bT} = (X_{it}, X_{it} (Z_{it} - z)) \) is a \( 2 \times 1 \)-dimensional vector.

Finally, for the sake of comparison the local constant version of the backfitting estimator will be

\[
\hat{m}_h(z) = \frac{\sum_{it} K_h(Z_{it} - z) X_{it} \bar{Y}_{it}^b}{\sum_{it} K_h(Z_{it} - z) X_{it}^2}.
\]

Taking into account that \( \bar{Y}_{it}^b = \bar{Y}_{it} + T^{-1} \sum_{t=1}^T X_{it} \hat{m}_h(Z_{it}) \) (2.20) can be written as

\[
\hat{m}_h(z) = \frac{\sum_{it} K_h(Z_{it} - z) X_{it} \bar{Y}_{it}}{\sum_{it} K_h(Z_{it} - z) X_{it}^2} + \frac{T^{-1} \sum_{its} K_h(Z_{it} - z) X_{it} X_{it} \hat{m}_h(Z_{it})}{\sum_{it} K_h(Z_{it} - z) X_{it}^2}.
\]

3. Asymptotic properties

In this section we extend the above results for the case \( d > 1, q > 1 \). Furthermore, we give the asymptotic expressions for the bias and the variance and we calculate the asymptotic distribution of the local linear regression estimator. Finally, we compare theoretically the results obtained in [18] for the profile least-squares estimator against our estimators.

3.1. Local linear estimator

Let us consider (2.12) in its multivariate version,

\[
\sum_{i=1}^{N} \sum_{t=1}^{T} \left( \bar{Y}_{it} - \bar{Z}_{it}^T \beta \right)^2 \prod_{t=1}^{T} K_h(Z_{it} - z), \tag{3.1}
\]

where in this case \( \beta = \left( \beta_0^T \quad \beta_1^T \right)^T \) is a \( (1 + q) \times 1 \) vector and we denote by \( \bar{Z}_{it}^T \) a \( 1 \times d (1 + q) \) dimensional vector of the form

\[
\bar{Z}_{it}^T = \left( \bar{X}_{it}^T, \quad X_{it}^T \otimes (Z_{it} - z)^T - T^{-1} \sum_{t=1}^{T} X_{it}^T \otimes (Z_{it} - z)^T \right).
\]

Let \( H \) be a \( q \times q \) symmetric positive definite bandwidth matrix, \( K \) is the product of \( q \)-variate kernels such that for each \( u \) it holds

\[
\int K(u) du = 1 \quad \text{and} \quad K_h(u) = \frac{1}{|H|^{1/2}} K \left(H^{-1/2} u \right).
\]

Let us denote by \( \hat{\beta} \) the minimizer of (3.1) and assuming \( \bar{Z}^T W \bar{Z} \) is nonsingular, the solution can be written as

\[
\left( \hat{\beta}_0 \quad \hat{\beta}_1 \right) = (\bar{Z}^T W \bar{Z})^{-1} \bar{Z}^T W \bar{Y}, \tag{3.2}
\]
where \( \bar{Y} = (Y_{i1}, \ldots, Y_{NT}) \) is a \( NT \times 1 \) vector while

\[
W = \text{blockdiag} \left( K_H(Z_{i1} - z) \prod_{t=2}^{T} K_H(Z_{it} - z), \ldots, K_H(Z_{iT} - z) \prod_{t=1}^{T-1} K_H(Z_{it} - z) \right)
\]

and

\[
\bar{Z} = \begin{bmatrix}
X_{11}^T & X_{11}^T \otimes (Z_{11} - z)^T - T^{-1} \sum_{s=1}^{T} X_{1s}^T \otimes (Z_{1s} - z)^T \\
\vdots & \vdots \\
X_{NT}^T & X_{NT}^T \otimes (Z_{NT} - z)^T - T^{-1} \sum_{s=1}^{T} X_{Ns}^T \otimes (Z_{Ns} - z)^T
\end{bmatrix}
\]

are \( NT \times NT \) and \( NT \times d (1 + q) \) dimensional matrix, respectively.

Then, (3.1) and (3.2) suggest as estimators for \( m(z) \) and \( D_m(z) = \partial m(z)/\partial z \), \( \hat{m}(z; H) = \hat{\beta}_0 \) and \( \text{vec}(\hat{D}_m(z; H)) = \hat{\beta}_1 \), respectively. In particular, the local weighted least-squares estimator of \( m(z) \) is defined as

\[
\hat{m}(z; H) = \hat{\beta}_0 + e_1^T (\bar{Z}^T W \bar{Z})^{-1} \bar{Z}^T W \bar{Y},
\]

where \( e_1 = (I_d \otimes 0_{dq \times d}) \) is a \( d (1 + q) \times d \) selection matrix, \( I_d \) is a \( d \times d \) identity matrix and \( 0_{dq \times d} \) a \( dq \times d \) matrix of zeros.

Assumption 3.1. Let \((Y_{it}, X_{it}, Z_{it})\), \( i = 1, \ldots, N; t = 1, \ldots, T \) be a set of independent and identically distributed \( \mathbb{R}^{1+d+q} \)-random variables in the subscript \( i \) for each fixed \( t \) and strictly stationary over \( t \) for fixed \( i \).

Assumption 3.2. The random errors \( v_{it} \) are independent and identically distributed, with zero mean and homoscedastic variance, \( \sigma_v^2 < \infty \). They are also independent of \( X_{it} \) and \( Z_{it} \) for all \( i \) and \( t \). In addition, \( E \left[ |v_{it}|^{2+\delta} \right] \), for some \( \delta > 0 \).

Assumption 3.3. The unobserved cross-sectional effect, \( \mu_i \), can be arbitrarily correlated with both \( X_{it} \) and/or \( Z_{it} \) with an unknown correlation structure.

Assumption 3.1 is standard in panel data analysis. We could consider other settings of time-independence such as strong mixing conditions, as in [1], or nonstationary time series, as in [2]. However, since in this paper we investigate the asymptotic properties of the estimators as \( N \) tends to infinity and \( T \) is fixed it is enough to assume stationarity. Assumption 3.2 is also standard for the conventional within transformation; see [19] or [7] for the fully parametric case. It also rules out the presence of lagged endogenous variables. Independence between the idiosyncratic error term and the covariates \( X_{it} \) and/or \( Z_{it} \) is assumed without loss of generality although it can be relaxed assuming some dependence in higher order moments. In particular, if heteroskedasticity of unknown form is allowed in our setting, we could transform this estimator to take into account more complex structures of the random error term contained in the variance-covariance matrix, see [10] or [20] for more details.

Assumptions 3.1 and 3.2 in some situations, as in [1], are relaxed by considering that \( (X_{it}, Z_{it}, v_{it}) \) are for fixed \( i \), strictly stationary processes. Unfortunately, this set of assumptions is not sufficient to bound the asymptotic variance of the estimator and some further mixing conditions are required to achieve convergence. In this case, \( T \) must also tend to infinity. Other cases such as cross sectional dependence also requires both \( N \) and \( T \) tending to infinity. Finally, Assumption 3.3 imposes the so-called fixed effects.

Let \( Z = (Z_{i1}, \ldots, Z_{iT}) \) and \( X = (X_{i1}, \ldots, X_{iT}) \) be the observed covariate samples, we also need to impose the following additional assumptions about moments and densities.

Assumption 3.4. Let \( f_{Z_{it}}(\cdot) \) be the probability density function of \( Z_{it} \), for \( t = 1, \ldots, T \). All density functions are continuously differentiable in all their arguments and they are bounded from above and below in any point of their support.

Assumption 3.5. The function \( E \left[ \tilde{X}_{it}^T \tilde{X}_{it}^T | Z_{it} = z_1, \ldots, Z_{iT} = z_T \right] \) is positive definite for any interior point of \((z_1, z_2, \ldots, z_T)\) in the support of \( f_{Z_{it}}(z_1, z_2, \ldots, z_T) \).

Assumption 3.6. Let \( ||A|| = \sqrt{\text{tr} (A^T A)} \), then \( E \left[ ||X_{it} X_{it}^T ||^2 | Z_{it} = z_1, \ldots, Z_{iT} = z_T \right] \) is bounded and uniformly continuous in its support. Furthermore, the matrix functions \( E \left[ X_{it} X_{it}^T | Z_{it} = z_1, \ldots, Z_{iT} = z_T \right] \), for \( t = s \) and \( t \neq s \), and \( E \left[ \tilde{X}_{it} \tilde{X}_{it}^T | Z_{it} = z_1, \ldots, Z_{iT} = z_T \right] \), for \( t = s \) and \( t \neq s \), are bounded and uniformly continuous in their support.
Assumption 3.7. Let \( z \) be an interior point in the support of \( f_{Z_{t}} \). All second-order derivatives of \( m_{1}(\cdot), m_{2}(\cdot), \ldots, m_{d}(\cdot) \) are bounded and uniformly continuous.

Assumption 3.8. The \( q \)- variate Kernel functions \( K \) are compactly supported, bounded kernel such that \( \int uu^{T}K(u)du = \mu_{2}(K)I \) and \( \int K^{2}(u)du = R(K) \), where \( \mu_{2}(K) \neq 0 \) and \( R(K) \neq 0 \) are scalars and \( I \) is the \( q \times q \) identity matrix. In addition, all odd-order moments of \( K \) vanish, that is, \( \int u_{1}^{3} \cdots u_{d}^{3} K(u)du = 0 \), for all nonnegative integers \( t_{1}, \ldots, t_{q} \) such that their sum is odd.

Assumption 3.9. The bandwidth matrix \( H \) is symmetric and strictly positive definite. Furthermore, each entry of the matrix tends to zero as \( N \to \infty \) in such a way that \( N|H| \to \infty \).

Assumption 3.10. For some \( \delta > 0 \), the following functions \( E\left[|\tilde{X}_{u}v_{it}|^{2+\delta}\mid Z_{t1} = z_{1}, \ldots, Z_{iT} = z_{T}\right] \) and \( E\left[|\tilde{X}_{u}v_{it}|^{2+\delta}\mid Z_{t1} = z_{1}, \ldots, Z_{iT} = z_{T}\right] \) are bounded and uniformly continuous in any point of their support.

This second set of assumptions is more directly related to nonparametric statistics literature. They are basically smoothness and boundedness conditions. Assumption 3.4 imposes smoothness conditions in the probability density function of \( Z_{t1} \), for \( t = 1, \ldots, T \). Furthermore, Assumptions 3.5–3.6 are smoothness conditions on moment functionals. Assumptions 3.7–3.9 are standard in the literature of local linear regression where, in particular, Assumption 3.9 contains a standard bandwidth condition for smoothing techniques. Finally, Assumption 3.10 is required to show that the Lyapunov conditions holds for the Central Limit Theorem.

Under these assumptions we obtain the following asymptotic expressions for the conditional bias and conditional variance--covariance matrix of the local weighted linear least-squares estimator.

**Theorem 3.1.** Assume conditions 3.1–3.3 and 3.4–3.9 hold, then as \( N \to \infty \) and \( T \) is fixed we obtain

\[
E\left[\hat{m}(z; H)\mid X, Z\right] - m(z) = \frac{1}{2} \mathcal{B}_{\tilde{X}_{1}\tilde{X}_{1}}^{-1}(z, \ldots, z) \left( \mu_{2}(K_{u_{1}}) \mathcal{B}_{\tilde{X}_{1}\tilde{X}_{1}}(z, \ldots, z) - \frac{1}{T} \sum_{s=1}^{T} \mu_{2}(K_{u_{s}}) \mathcal{B}_{\tilde{X}_{s}\tilde{X}_{s}}(z, \ldots, z) \right) \times \text{diag}_d(\text{tr}(\mathcal{H}_{m_{r}}(z)H)) i_d + o_p(\text{tr}(H))
\]

and

\[
\text{Var}\left(\hat{m}(z; H)\mid X, Z\right) = \frac{\sigma_{v}^{2}}{N|H|^{1/2}} \mathcal{B}_{\tilde{X}_{1}\tilde{X}_{1}}^{-1}(z, \ldots, z) \left( 1 + o_p(1) \right),
\]

where \( \tau \) is any index between 1 and \( T \),

\[
\mathcal{B}_{\tilde{X}_{k}\tilde{X}_{k}}(z, \ldots, z) = E\left[\tilde{X}_{u_{k}}\tilde{X}_{u_{k}}\mid Z_{t1} = z_{1}, \ldots, Z_{iT} = z_{T}\right] f_{Z_{t1}} \cdots f_{Z_{iT}}(z_{1}, \ldots, z_{T}),
\]

\[
\mathcal{B}_{\tilde{X}_{1}\tilde{X}_{1}}(z, \ldots, z) = E\left[\tilde{X}_{u_{1}}\tilde{X}_{u_{1}}\mid Z_{t1} = z_{1}, \ldots, Z_{iT} = z_{T}\right] f_{Z_{t1}} \cdots f_{Z_{iT}}(z_{1}, \ldots, z_{T}),
\]

\[
\mathcal{B}_{\tilde{X}_{1}\tilde{X}_{1}}(z, \ldots, z) = E\left[\tilde{X}_{u_{s}}\tilde{X}_{u_{s}}\mid Z_{t1} = z_{1}, \ldots, Z_{iT} = z_{T}\right] f_{Z_{t1}} \cdots f_{Z_{iT}}(z_{1}, \ldots, z_{T}),
\]

\[
\text{diag}_d(\text{tr}(\mathcal{H}_{m_{r}}(z)H)) i_d \text{ stands for a diagonal matrix of elements } \text{tr}(\mathcal{H}_{m_{r}}(z)H), \text{ for } r = 1, \ldots, d, \text{ where } \mathcal{H}_{m_{r}}(z) \text{ is the Hessian matrix of the } r \text{th component of } m(\cdot)\text{. Finally, we denote by } i_d \text{ a } d \times 1 \text{ unit vector.}
\]

The proof of this result is done in the Appendix.

This theorem shows that \( \hat{m}(z; H) \) is, conditionally on the sample, a consistent estimator of \( m(z) \). Furthermore, as it was already remarked in the previous section, although the bias shows the standard order of magnitude for this type of problems, the variance shows an asymptotic expression that is larger than the expected in this type of problems. In order to achieve an optimal rate of convergence, the variance term must be of order \( 1/N|H|^{1/2} \) whereas our result shows a bound of order \( 1/N|H|^{1/2} \). Just to clarify the asymptotic behavior of the estimator we show its properties for the univariate case, \( d = q = 1 \) and \( H = hI \).

**Corollary 3.1.** Assume conditions 3.1–3.9 hold, then if \( h \to 0 \) in such a way that \( Nh^{2} \to \infty \) as \( N \) tends to infinity and \( T \) is fixed we get

\[
E\left[\hat{m}(z; H)\mid X, Z\right] - m(z) = \frac{1}{2} c(z, z) m^{\prime\prime}(z)h^{2} + o_p(h^{2})
\]

where

\[
c(z, z) = \frac{\mu_{2}(K_{u_{1}}) E\left[\tilde{X}_{u_{1}}\tilde{X}_{u_{1}}\mid Z_{t1} = z_{1}, \ldots, Z_{iT} = z_{T}\right] - \frac{1}{T} \sum_{s=1}^{T} \mu_{2}(K_{u_{s}}) E\left[\tilde{X}_{u_{s}}\tilde{X}_{u_{s}}\mid Z_{t1} = z_{1}, \ldots, Z_{iT} = z_{T}\right]}{E\left[\tilde{X}_{u_{1}}^{2}\mid Z_{t1} = z_{1}, \ldots, Z_{iT} = z_{T}\right]}.
\]
Furthermore, if \( \mu_2(K_{it}) = \cdots = \mu_2(K_{it}) = \mu_2(K_{it}) = \mu_2(K) \) then the bias term has the following expression

\[
E[\hat{m}(z; H) | x, Z] - m(z) = \frac{1}{2} \mu_2(K)m''(z)h^2 + o_p(h^2),
\]

whereas if \( R(K_{it}) = \cdots = R(K_{it}) = R(K) \) the variance–covariance matrix is

\[
\text{Var}(\hat{m}(z; H) | x) = \frac{\sigma_x^2 R(K)^T}{N h^2 f_{131} \cdots f_{1t} (z, \ldots, z)} E\left[ \begin{bmatrix} \hat{X}^T_{11} \\ \vdots \\ \hat{X}^T_{1t} \end{bmatrix} | Z_{i1} = z, \ldots, Z_{it} = z \right] (1 + o_p(1)).
\]

As a tool to construct asymptotic confidence bands we give also a result that provides the asymptotic distribution of the estimator.

**Theorem 3.2.** Assume conditions 3.1–3.3 and 3.4–3.10 hold, then as \( N \to \infty \) and \( T \) is fixed we obtain

\[
\sqrt{N} | H |^{T/2} (\hat{m}(z; H) - m(z)) \xrightarrow{d} N(b(z), v(z)),
\]

where

\[
b(z) = \frac{1}{2} \mu_2(K_t) \text{diag}(\text{tr}(K_{it}(z)H\sqrt{N} | H |^{T/2})) \text{id},
\]

\[
v(z) = \sigma_x^2 R(K)^T \mathcal{B}^{-1}_K(z, \ldots, z).
\]

The proof of this result is shown in the Appendix.

We can compare the results obtained here with those in [13] for the first differences case. As expected, the bias term presents for both estimators the same linear dependence in the trace of the bandwidth matrix \( H \). However, the variance term differs from one to the other estimator. In the first differences case, see Theorem 3.1 in [13], up to a constant, the variance term exhibits a dependence from the bandwidth matrix \( H \) of order \( 1/N^2 \) whereas in our case it is of order \( 1/N \). That is, the ratio between the first differences and the deviations from the mean estimators is of order \( |H|^{(T-2)/2} \). For \( T = 2 \), the estimators show the same rate of convergence. This is clearly expected. For \( T > 2 \), the first differences estimator under the conditions established above shows a faster rate of convergence for the variance terms as far as the diagonal elements of the bandwidth matrix \( H \) tend to zero. This was also expected because the dimensionality of the kernel used in the local linear regression procedure is different in both cases. Of course, efficiency issues are not considered here and they will clearly depend on the stochastic structure of the idiosyncratic errors.

### 3.2. The backfitting estimator

As we stated previously the function of interest can be consistently estimated by using a local linear regression approach with a high dimensional kernel weight, but at the price of achieving a slow rate of convergence. However, as it is noted in Section 2, we can solve this problem turning to an alternative procedure that enables us to cancel asymptotically all additive terms expected in the model the function of interest.

Let us consider the multivariate version of (2.17) and define

\[
\hat{Y}_it^b = X_{it}^T m(Z_{it}) + \hat{v}_it^b, \quad i = 1, \ldots, N; \quad t = 1, \ldots, T,
\]

where

\[
\hat{v}_it^b = \frac{1}{T} \sum_{t=1}^{T} X_{it}^T (\hat{m}(Z_{it}; H) - m(Z_{it})) + \hat{v}_it.
\]

The quantities of interest in (3.4) can be estimated by minimizing the following locally weighted linear regression

\[
\sum_{i=1}^{N} \sum_{t=1}^{T} (\hat{Y}_it^b - \tilde{Z}_{it}^b)^T \gamma \hat{K}_{it}(Z_{it} - z),
\]

where \( \tilde{K} \) is a \( q \times q \) symmetric positive definite bandwidth matrix, \( \gamma = (\gamma_0^T, \gamma_1^T)^T \) is a \( d(1 + q) \times 1 \) vector and \( \tilde{Z}_{it}^b = (X_{it}^T X_{it}^T \otimes (Z_{it} - z)^T) \) is a \( 1 \times (1 + q) \) vector.

Furthermore, let the vector \( \tilde{Y} = (\tilde{Y}_0^T, \tilde{Y}_1^T)^T \) be the minimizer of (3.5). As estimators of \( m(z) \) and \( D_m(z) = \partial m(z)/\partial z \), we suggest \( \hat{m}(z; \tilde{H}) \) and vec(\( \hat{D}_m(z; \tilde{H}) \)) = \( \tilde{Y}_1 \), respectively, i.e.,

\[
\hat{m}(z; \tilde{H}) = \tilde{Y}_0 = e_1^T (\tilde{Z}_{it}^b W \hat{W}^b)^{-1} \tilde{Z}_{it}^b W \hat{Y}_0,
\]

where \( \hat{Y}_b = (\hat{Y}_{b1}, \ldots, \hat{Y}_{bNT}) \) is a \( NT \)-vector and \( W^b \) and \( \hat{W}^b \) are \( NT \times NT \) and \( NT \times d(1 + q) \) dimensional matrix, respectively, of the form

\[
W^b = \text{diag}(K_{it}^b (Z_{it} - z), \ldots, K_{it}^b (Z_{NT} - z))
\]
and
\[
\tilde{Z}_b = \begin{bmatrix}
X_{11}^T & X_{11}^T \otimes (Z_{11} - z)^\top \\
\vdots & \vdots \\
X_{NT}^T & X_{NT}^T \otimes (Z_{NT} - z)^\top
\end{bmatrix}.
\]

We now study the asymptotic behavior of the so-called backfitting estimator. At this stage we need the results shown in Theorem 3.1 to hold uniformly in \( z \). In order to do so, we can rely on the well-known results in [11]. In fact, some of the conditions already enunciated in Section 3.1 are sufficient to show the uniform rates for \( \tilde{m}(z; \tilde{H}) \). However, we need some additional assumptions that relate the bandwidths of both \( \tilde{m}(z; H) \) and \( \tilde{m}(z; \tilde{H}) \).

**Assumption 3.11.** The bandwidth matrix \( \tilde{H} \) is symmetric and strictly positive definite. Furthermore, each entry of the matrix tends to zero as \( N \) tends to infinity in such a way that \( N|\tilde{H}| \to \infty \).

**Assumption 3.12.** The bandwidth matrices \( H \) and \( \tilde{H} \) must fulfill that \( N |H| |\tilde{H}| / \log(N) \to \infty \), and \( \text{tr}(H) / \text{tr}(\tilde{H}) \to 0 \) as \( N \) tends to infinity.

These assumptions are needed in order to ensure that both bias and variance terms of the backfitting estimator achieve optimal rates of convergence and they are oracle efficient.

Then, under these assumptions we get the following asymptotic expressions for the conditional bias and conditional variance–covariance matrix of \( \tilde{m}(z; \tilde{H}) \).

**Theorem 3.3.** Assume conditions 3.1–3.8 and 3.11–3.12 hold, then as \( N \to \infty \) and \( T \) is fixed we obtain
\[
E[\tilde{m}(z; \tilde{H})|X, Z] - m(z) = \frac{1}{2} \mu_2 (K_u) \text{diag}_d(\text{tr}(\mathcal{H}_m(z)\tilde{H}))t_d + o_p(\text{tr}(\tilde{H}))
\]
and
\[
\text{Var}(\tilde{m}(z; \tilde{H})|X, Z) = \frac{\sigma^2 \rho(K)}{NT |H|^{1/2}} \mathcal{B}^{-1}_{X \tilde{X}}(z) \mathcal{B}_{X \tilde{X}}(z) \mathcal{B}_{X \tilde{X}}(z)^{-1} \left( 1 + o_p(1) \right),
\]
where \( \text{diag}_d(\text{tr}(\mathcal{H}_m(z)\tilde{H})) \) stands for a diagonal matrix of elements \( \text{tr}(\mathcal{H}_m(z)\tilde{H})) \), for \( r = 1, \ldots, d \) and \( t_d \) is a \( d \times 1 \) unit vector.

The proof of this result is done in the Appendix.

On one hand, we realize that the bias term is influenced by the amount of smoothing, \( H \), as well as the curvature of \( m(z) \) at \( z \) in a particular direction measured through each entry of \( \mathcal{H}_m(z) \). In this way, we can guess that this estimator exhibits a higher conditional bias when there is a higher curvature and more smoothing. On the other hand, from the standpoint of the conditional variance we can see that it is a bit different from the corresponding for the standard case. In particular, it will be increased when the smoothing is lower and sparse data near \( z \) but now also depends on the time-demeaned covariates \( \mathcal{B}_{X \tilde{X}}(z) \). Regardless, it is proved that the estimation procedure developed in this paper provides a nonparametric estimator in which the variance–covariance matrix of all its components is asymptotically the same as if we would known the rest of components of the mean deviation transformed expression, the so-called oracle efficiency property.

### 3.3. Comparison of the estimators

As we have already remarked in Section 2, the main difference among the estimators (for their local constant version) consists in the types of averages that are used in order to remove fixed effects. In one case, the one step backfitting algorithm considers un-smoothed averages whereas in the profile least-squares case smoothed weighted averages are preferred. There also exists a difference between the dimension of the kernel weights. All these differences should have an impact in both bias and variances of the estimators and therefore it would be of interest to analyze them, both theoretically and empirically. This subsection will be devoted to analyze the estimators theoretically whereas in Section 4 we will do it empirically through Monte Carlo simulations.

The reader might have noticed that the conditions required to obtain the asymptotic properties of the first step fixed effects estimator and the backfitting estimator (see Theorems 3.1 and 3.2) are rather different from the conditions assumed in [18] to obtain the properties of their estimator. For the sake of comparison, in this section we introduce additional assumptions that will be used to obtain asymptotic terms that can be comparable among the three estimators. In all calculus we will assume that \( N \) tends to infinity keeping \( T \) fixed. Furthermore, we will remove the strict stationarity assumption established in the previous sections and we will not be willing to impose that \( \sum_i \mu_i = 0 \). Finally it is important to note that, in the profile least-squares estimator, for fixed \( T \), it is not possible to obtain explicitly the asymptotic bias and variance of the estimator since \( \sigma^2_\epsilon \) is random.

In order to compare the main statistical properties of these estimators, we extend the above results assuming the following.
Assumption 3.13. Let \((Y_{it}, X_{it}, Z_{it})\) for \(i = 1, \ldots, N; t = 1, \ldots, r\) be a set of independent and identically distributed random variables in the subscript \(i\). Furthermore, let \(f_t(\cdot)\) be the p.d.f. of \(Z_{it}\) and \(f_t(\cdot, \ldots, \cdot)\) be the p.d.f. of \((Z_{it}, \ldots, Z_{it})\), for each \(z \in \mathbb{R}^d\), \(f(z) = \sum_{t=1}^T f_t(z) > 0\) and \(f(z, \ldots, z) = \sum_{t=1}^T f_t(z, \ldots, z) > 0\).

Assumption 3.14. Let \(f_t(z)\) be the p.d.f. of \(Z_{it}\) and \(f_{t,i}(z_1, z_2)\) be the joint p.d.f. of \((Z_{it}, Z_{ij})\) for \(t \neq s\) and any \(i, j\). We can assume that \(f_t(z)E(X_tX_t^\top | Z_{it} = z)\) and \(f_{t,i}(z)E(X_tX_t^\top | Z_{it} = z_i, Z_{ij} = z_j)\) are uniformly bounded in the domain of \(Z\) and are all twice continuously differentiable at \(z \in \mathbb{R}^2\) for all \(t \neq s\) and \(i\) and \(j\).

Assumption 3.15. Let \(g\) be a bandwidth, the bandwidth matrix \(G\) is symmetric and strictly positive definite. Furthermore, each entry of the matrix tends to zero as \(N \to \infty\) in such a way that \(N|G| \to \infty\). Note that Assumption 3.13 is a standard data-generating condition in this context but stationarity is not allowed. 3.14 is a smoothness assumption and 3.15 is the standard bandwidth condition. For the sake of comparison, we give the results for the univariate case \((d = q = 1)\), where now \(H = h^2 I\) and \(H = h^2 I\), and obtain the following results.

Corollary 3.2. Assume conditions 3.2–3.9 and 3.13 holds, as \(N \to \infty\) and \(T\) is fixed, then we obtain

\[
E \left[ \hat{m}_h(z) | \mathcal{X}, Z \right] - m(z) = \frac{1}{N} \frac{A_t(z)}{\Psi_t(z)} + o_p(h^2)
\]

\[
\text{Var} \left( \hat{m}_h(z) | \mathcal{X}, Z \right) = \frac{\sigma^2}{Nh} \frac{I_t(z)}{\Psi_t(z)^2} + o_p \left( \frac{1}{Nh^2} \right),
\]

where, for any \(\xi_{it}\) between \(Z_{it}\) and \(z\), \(r(\xi_{it}, z) = (Z_{it} - z)^2 \frac{\partial^2 m(\xi_{it})}{\partial z^2}\) and

\[
\Psi_t(z) = \frac{1}{Th^2} \sum_{i=1}^T E[X_{it}^2 \lambda_i],
\]

\[
I_t(z) = \frac{1}{Th^2} \sum_{i=1}^T E[X_{it}^2 \lambda_i],
\]

\[
A_t(z) = \frac{1}{Th^2} \sum_{i=1}^T E \left[ \bar{X}_{it}X_{it} r(\xi_{it}, z) - \frac{1}{T} \sum_{s=1}^T X_{is} r(\xi_{is}, z) \lambda_i \right] = o_p(h^2),
\]

where \(\lambda_i = K \left( \frac{\bar{z}_{it} - z}{h} \right) \times \cdots \times K \left( \frac{\bar{z}_{it} - z}{h} \right)\).

In the Appendix, it is shown that under the same conditions established in the corollary, as \(N\) tends to infinity we obtain,

\[
\Psi_t(z) = T^{-1} \sum_{i=1}^T \mathcal{B}_{\bar{X}_{it}, \bar{X}_{it}}(z, \ldots, z) + o_p(h^2),
\]

\[
A_t(z) = \frac{h^2}{T} \mu_2(K) \sum_{i=1}^T \mathcal{B}_{\bar{X}_{it}, \bar{X}_{it}}(z, \ldots, z) m''(z) + o_p(h^2),
\]

\[
I_t(z) = \frac{\sigma^2}{T} \sum_{i=1}^T \mathcal{B}_{\bar{X}_{it}, \bar{X}_{it}}(z, \ldots, z) + o_p(h^2).
\]

Corollary 3.3. Assume conditions 3.2–3.8, 3.11–3.12 and 3.13 holds, as \(N \to \infty\) and \(T\) is fixed we obtain

\[
E \left[ \tilde{m}_h(z) | \mathcal{X}, Z \right] - m(z) = \frac{1}{N} \frac{A_t(z)}{\Psi_t(z)} + o_p(h^2)
\]

\[
\text{Var} \left( \tilde{m}_h(z) | \mathcal{X}, Z \right) = \frac{\sigma^2}{Nh} \frac{I_t(z)}{\Psi_t(z)^2} + o_p \left( \frac{1}{Nh^2} \right),
\]

where, let \(\tilde{\lambda}_{it} = K \left( \frac{\bar{z}_{it} - z}{h} \right)\).

\[
\Psi_t(z) = \frac{1}{Th} \sum_{i=1}^T E[\bar{X}_{it}^2 \bar{X}_{it}],
\]
In the Appendix, it is shown that under the same conditions established in the corollary, as $N$ tends to infinity we obtain,

$$\Gamma_b(z) = \frac{1}{Th} \sum_{t=1}^{T} E[X_{it}^2 \lambda_{it}^2],$$

$$\Lambda_b(z) = \frac{1}{Th} \sum_{t=1}^{T} E[X_{it}^2 r(\xi_{it}, z) \lambda_{it}] = O_p(\tilde{h}^2).$$

In the Appendix, it is shown that under the same conditions established in the corollary, as $N$ tends to infinity we obtain,

$$\Psi_b(z) = T^{-1} \sum_{t=1}^{T} B_{X, X}(z) + o_p(\tilde{h}^2),$$

$$\Lambda_b(z) = \frac{\tilde{h}^2}{T} \mu_2(K) \sum_{t=1}^{T} B_{X, X}(z) m''(z) + o_p(\tilde{h}^2),$$

$$\Gamma_b(z) = \frac{\sigma_p^2}{T} \sum_{t=1}^{T} B_{X, X}(z) + o_p(\tilde{h}^2).$$

The proof of these corollaries is done in the Appendix. Under this setting, Theorem 3.1 of Sun et al. [18] can be rewritten for a univariate problem as follows.

**Corollary 3.4.** Assume conditions 3.2–3.3, 3.7–3.8 and 3.13–3.15 hold, as $N \to \infty$ and $T$ is fixed we obtain

$$E[\hat{\mu}_g(z)|X, Z] - m(z) = \frac{1}{2} \frac{\sigma_p(z)}{\Psi_p(z)} + o_p(\frac{g \ln(\ln N)}{\sqrt{N}}) + o_p(g^2)$$

$$\text{Var}(\hat{\mu}_g(z)|X, Z) = \frac{\sigma_p^2}{Ng} \frac{\Gamma_p(z)}{\Psi_p(z)^2} + o_p\left(\frac{1}{Ng}\right),$$

where $\lambda_{it} = K \left(\frac{2g - z}{h}\right)$ and

$$\Psi_p(z) = \frac{1}{Tg} \sum_{t=1}^{T} E[((1 - \sigma_{it})^2 X_{it}^2 \lambda_{it}^2)],$$

$$\Gamma_p(z) = \frac{1}{Tg} \sum_{t=1}^{T} E[((1 - \sigma_{it})^2 X_{it}^2 \lambda_{it}^2)],$$

$$\Lambda_p(z) = \frac{1}{Tg} \sum_{t=1}^{T} E[((1 - \sigma_{it})^2 X_{it}^2 r(\xi_{it}, z) \lambda_{it}) = O_p(g^2).$$

Note that in [18] it is shown

$$\Psi_p(z) = T^{-1} \sum_{t=1}^{T} B_{X, X}(z) + o_p(g^2),$$

$$\Lambda_p(z) = \frac{g^2}{T} \mu_2(K) \sum_{t=1}^{T} B_{X, X}(z) m''(z) + o_p(g^2),$$

$$\Gamma_p(z) = \frac{\sigma_p^2}{T} \sum_{t=1}^{T} B_{X, X}(z) + o_p(g^2).$$

Under the set of alternative assumptions considered in this section we obtain the results shown in Corollaries 3.2–3.4. Clearly, they coincide with the results shown in Section 3.1. Corollary 3.2 points out the variance is of order $1/Nh^2$ whereas the bias shows a term that is of order $O(\tilde{h}^2)$. Furthermore, the backfitting estimator that is studied in Corollary 3.3 presents the correction in the variance of order $1/Nh$. Furthermore, Assumption 3.12, $h = o(h)$, is crucial to guarantee that the additional bias term vanishes asymptotically. Finally, Corollary 3.4 shows both bias and variance of the profile least-squares estimator in the univariate case. As it can be observed from the expressions the bias shows an additional term of order $O\left(\frac{g \ln(\ln N)}{\sqrt{N}}\right)$. This term does not appear in the bias expression of the other estimator. However, the variance shows the standard rate and no further procedure is needed to achieve the optimal rate as it is necessary in our case.
Corollary 3.5. As \( N \to \infty \) and \( h \to 0 \) and \( g \to 0 \) we obtain the following bias and variance rates given a finite integer \( T > 0 \),

\[
\begin{align*}
\frac{\text{Bias}(\hat{m}_g(z) | X, Z)}{\text{Bias}(\hat{m}_h(z) | X, Z)} &= \frac{\Lambda_p(z) \Psi_L(z)}{\Psi_p(z) \Lambda_L(z)} + O_p \left( \frac{g \ln(\ln N)}{\sqrt{N}} \right) + o_p(g^2), \\
\frac{\text{Var}(\hat{m}_g(z) | X, Z)}{\text{Var}(\hat{m}_h(z) | X, Z)} &= \frac{h^2}{g} \Gamma_p(z)^2 \Psi_L(z)^2 + o_p(1).
\end{align*}
\]

Corollary 3.6. As \( N \to \infty \) and \( \tilde{h} \to 0 \) and \( g \to 0 \) we obtain the following bias and variance rate for \( \hat{m}(z; h) \) given a finite integer \( T > 0 \),

\[
\begin{align*}
\frac{\text{Bias}(\hat{m}_g(z) | X, Z)}{\text{Bias}(\hat{m}_h(z) | X, Z)} &= \frac{\Lambda_p(z) \Psi_L(z)}{\Psi_p(z) \Lambda_L(z)} + O_p \left( \frac{g \ln(\ln N)}{\sqrt{N}} \right) + o_p(g^2) \\
\frac{\text{Var}(\hat{m}_g(z) | X, Z)}{\text{Var}(\hat{m}_h(z) | X, Z)} &= \frac{\tilde{h}}{g} \Psi_L(z)^2 \Gamma_p(z)^2 + o_p(1).
\end{align*}
\]

Corollaries 3.5 and 3.6 show respectively relative bias and variances of the profile least-squares estimator against the local linear fixed effect estimator and the one step backfitting estimator. The ratio \( \Lambda_p(z) \Psi_L(z) / \Psi_p(z) \Lambda_L(z) \) in Corollary 3.5 is easily shown to be greater than 1. Therefore, under the conditions established in the corollary, the bias of the profile least-squares estimator is larger than the fixed effect estimator. This difference is increased if we consider the term \( O \left( \frac{g \ln(\ln N)}{\sqrt{N}} \right) \).

4. Monte Carlo simulations

In this section, Monte Carlo simulations are carried out in order to verify the theoretical results of the estimators proposed in this paper under the statistical setting analyzed in the previous sections. Later, we make an empirical comparison about the performance in small samples of the different estimators considered in this paper.

As it is well known, the Mean Squared Error (MSE) is a suitable measure of the estimation accuracy of the proposed estimators. Thus, let us denote \( \psi \) as the \( \psi \)th replication and \( Q \) as the number of replications, for \( r = 1, \ldots, d \)

\[
\text{MSE} (\hat{m}_r(z; H)) = \frac{1}{Q} \sum_{q=1}^{Q} E \left[ \left( \hat{m}_{\psi_{r}} (z; H) - m_{\psi_{r}} (z) \right)^2 \right]
\]

which can be approximated by the Averaged Mean Squared Error (AMSE) such as

\[
\text{AMSE} (\hat{m}_r(z; H)) = \frac{1}{Q} \sum_{q=1}^{Q} \frac{1}{NT} \sum_{t=1}^{T} \sum_{i=1}^{N} \left( \hat{m}_{\psi_{r}} (z; H) - m_{\psi_{r}} (z) \right)^2.
\]

Observations are generated from the following varying coefficient panel data model of unknown form

\[
Y_{it} = X_{dit}' m(Z_{uit}) + \mu_i + u_{it}, \quad i = 1, \ldots, N; \quad t = 1, \ldots, T; \quad d, q = 1, 2,
\]

where \( X_{dit} \) and \( Z_{uit} \) are random variables generated such that \( X_{dit} = 0.5X_{dit(-1)} + \xi_{it} \) and \( Z_{uit} = w_{uit} + w_{uit(-1)} \), where \( w_{uit} \) is generated as an independent and identically distributed uniform random variable in \( [0, \pi/2] \) and \( \xi_{it} \) is generated as an independent and identically distributed Gaussian, zero mean, variance one, random variable (\( NID(0, 1) \)). Furthermore, \( u_{it} \) is an \( NID(0, 1) \) random variable and \( m(\cdot) \) is a pre-specified function to be estimated.

With the aim of verifying the theoretical results in the Section 3 we consider four different data generating process (DGP)

1. \( Y_{it} = X_{i1} m_1(Z_{1it}) + \mu_{1i} + u_{it} \),
2. \( Y_{it} = X_{i1} m_1(Z_{1it}) + X_{i2} m_2(Z_{2it}) + \mu_{2i} + u_{it} \),
3. \( Y_{it} = X_{i1} m_1(Z_{1it}) + X_{i2} m_2(Z_{2it}) + \mu_{1i} + v_{it} \),
4. \( Y_{it} = X_{i1} m_1(Z_{1it}) + X_{i2} m_2(Z_{2it}) + X_{i3} m_3(Z_{3it}) \).

where the chosen functional forms are \( m_1(Z_{1it}) = \sin(Z_{1it} \pi) \), \( m_1(Z_{1it}, Z_{2it}) = \sin((Z_{1it} + Z_{2it}) \pi) \), \( m_2(Z_{2it}) = \exp(-Z_{2it}^2) \) and \( m_2(Z_{2it}) = \exp(-Z_{2it}^2) \).

In addition, we experiment with two specifications for the individual heterogeneity

a. \( \mu_{1i} \) depends on \( Z_{1it} \), where the dependence is imposed by generating \( \mu_{1i} = c_0 Z_{1i} + u_i \) for \( i = 2, \ldots, N \) and \( Z_{1i} = T^{-1} \sum_{t=1}^{T} Z_{1it} \).

b. \( \mu_{2i} \) depends on \( Z_{1it}, Z_{2it} \) through \( \mu_{2i} = c_0 Z_{1i} + u_i \) for \( i = 2, \ldots, N \) and \( Z_{1i} = \frac{1}{T} (Z_{1it} + Z_{2it}) \).
where in both cases $u_i$ is an NID (0, 1) random variable and $c_0 = 0.5$ controls the correlation between the fixed effects and some of the regressors of the model.

In the experiment we use 1000 Monte Carlo replications. The number of time observations $T$ is set up to ten, while the number of cross-sections $N$ is either 50, 100 or 150. The Gaussian kernel has been used and the bandwidth is chosen as $h_i = \sigma z (N T)^{-1/3}$, where $\sigma z$ is the sample standard deviation of $z_{it} W_{1T} = 1$, $t = 1$, and $g_i = \sigma z (N T)^{-1/5}$.

The results from the simulation are presented in Tables 1–4. For the sake of comparison we present the empirical AMSE of the three estimators that we compare in this paper: the local linear least-squares estimator (LLLS), the one-step backfitting estimator (OSB), and the profile least-squares estimator (PLS) proposed in [18].

Table 1 shows the results for DGP(1). This is the simplest case without curse of dimensionality. As expected from our theoretical findings the local linear estimator presents its best result. The profile least-squares estimator, as $N$ grows, seems to perform better than our backfitting estimator. This might be because the second term of the bias, that is related to the fixed effects, diminishes its negative impact on the bias.

Table 2 starts reflecting the problem of the curse of dimensionality. Of course, since the variance of the local linear estimator is of order $1/N T h^q$, it is expected that the behavior of this estimator with respect to the others, in terms of AMSE, will be worse. This is indeed what we observe in the results. Furthermore, as $N$ grows, the backfitting estimator performs slightly better than the profile least-squares estimator.

Table 3 can be compared against Table 1. In fact, the function $m_1(\cdot)$, which is the same under other DGP’s, presents similar results in terms of AMSE. That is, the estimator that presents the better performance is the local linear. On the contrary, the
function \( m_2(\cdot) \) is better estimated using either the one-step backfitting or the profile least-squares estimators. This can be related with the oracle efficiency property of these estimators.

Table 4 can be compared against Table 2. In fact, we obtain similar conclusions as in the comparison between DGP’s 1 and 3. That is, the function \( m_1(\cdot) \) is estimated as the same level of accuracy as if \( m_2(\cdot) \) were known. Both the profile least-squares and the one-step backfitting estimators perform much better than the local linear estimator. This is the curse of dimensionality. We can say the same for \( m_2(\cdot) \) but in this case the profile least-squares estimator performs slightly better then the backfitting estimator.
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Appendix

**Proof of Theorem 3.1.** We first focus on the analysis of the conditional bias of the local weighted linear least-squares estimator, \( \tilde{m}(z; H) \), and later on the behavior of its conditional variance–covariance matrix. We follow the standard proofs scheme as in [13].

Let \( X = (X_{11}, \ldots, X_{NT}) \) and \( Z = (Z_{11}, \ldots, Z_{NT}) \) be the observed covariate vectors. By Assumption 3.2 we know that \( E (v_{it}|X, Z) = 0 \), so the conditional expectation on (3.3) provides

\[
E [\tilde{m}(z; H) | X, Z] = e_i^T (\tilde{Z}^T W \tilde{Z})^{-1} \tilde{Z}^T W M , \tag{A.1}
\]

where

\[
M = \begin{bmatrix}
X_{11}^T m(Z_{11}) - T^{-1} \sum_{s=1}^T X_{1s}^T m(Z_{1s}), & \ldots, & X_{NT}^T m(Z_{NT}) - T^{-1} \sum_{s=1}^T X_{Ns}^T m(Z_{Ns})
\end{bmatrix}^T .
\]

Approximating \( M \) using the multivariate Taylor theorem we obtain

\[
M = \tilde{Z} \begin{bmatrix}
m(z) \\
\text{vec}(D_m(z))
\end{bmatrix} + \frac{1}{2} Q_m(z) + R(z) , \tag{A.2}
\]

where

\[
Q_m(z) = S_m(z) - \overline{S}_m(z) , \tag{A.3}
\]

\[
S_m(z) = \begin{bmatrix}
S_{m11}(z), & \ldots, & S_{mNT}(z)
\end{bmatrix}^T ,
\]

\[
\overline{S}_m(z) = \begin{bmatrix}
\overline{S}_{m11}(z), & \ldots, & \overline{S}_{mNT}(z)
\end{bmatrix}^T .
\]

The corresponding entries of these vectors are

\[
S_{mii}(z) = \left( X_{it} \otimes (Z_{it} - z) \right)^T \mathcal{H}_m(z) (Z_{it} - z) ,
\]

\[
\overline{S}_{mii}(z) = \frac{1}{T} \sum_{s=1}^T \left( X_{is} \otimes (Z_{is} - z) \right)^T \mathcal{H}_m(z) (Z_{is} - z) ,
\]

where we denote by

\[
\mathcal{H}_m(z) = \begin{bmatrix}
\mathcal{H}_{m11}(z) \\
\mathcal{H}_{m12}(z) \\
\vdots \\
\mathcal{H}_{md}(z)
\end{bmatrix}
\]

a \( dq \times d \) matrix such that \( \mathcal{H}_{md}(z) \) is the Hessian matrix of the \( d \)th component of \( m(\cdot) \).

On the other hand, the remainder term of the Taylor approximation can be written as

\[
R(z) = R_m(z) - \overline{R}_m(z) , \tag{A.4}
\]

\[
R_m(z) = \begin{bmatrix}
R_{m11}(z), & \ldots, & R_{mNT}(z)
\end{bmatrix}^T ,
\]

\[
\overline{R}_m(z) = \begin{bmatrix}
\overline{R}_{m11}(z), & \ldots, & \overline{R}_{mNT}(z)
\end{bmatrix}^T ,
\]
where the corresponding entry of each vector are

\[ R_{m_i}(z) = [(X_{it} \otimes (Z_{it} - z)) \, \mathcal{R}(Z_{it}; z)](Z_{it} - z), \]

and

\[ \mathcal{R}_{m_i}(z) = \left[ \frac{1}{T} \sum_{s=1}^{T} (X_{is} \otimes (Z_{is} - z)) \, \mathcal{R}(Z_{is}; z) (Z_{is} - z) \right]. \]

We denote by

\[ \mathcal{R}(Z_{it}; z) = \begin{bmatrix} \mathcal{R}_1(Z_{it}; z) \\ \mathcal{R}_2(Z_{it}; z) \\ \vdots \\ \mathcal{R}_d(Z_{it}; z) \end{bmatrix}, \quad \mathcal{R}(Z_{is}; z) = \begin{bmatrix} \mathcal{R}_1(Z_{is}; z) \\ \mathcal{R}_2(Z_{is}; z) \\ \vdots \\ \mathcal{R}_d(Z_{is}; z) \end{bmatrix}, \]

and

\[ \mathcal{R}_d(Z_{it}; z) = \int_{0}^{1} \left[ \frac{\partial^2 m_d}{\partial z \partial z^T}(z + \omega (Z_{it} - z)) - \frac{\partial^2 m_d}{\partial z \partial z^T}(z) \right] (1 - \omega) \, d\omega, \quad (A.5) \]

\[ \mathcal{R}_d(Z_{is}; z) = \int_{0}^{1} \left[ \frac{\partial^2 m_d}{\partial z \partial z^T}(z + \omega (Z_{is} - z)) - \frac{\partial^2 m_d}{\partial z \partial z^T}(z) \right] (1 - \omega) \, d\omega, \quad (A.6) \]

where \( \omega \) is a weight function.

If we replace (A.2) in (A.1) we obtain the conditional bias expression consisting in the following two additive terms

\[ E \left[ \mathbf{m}(z; H) \, | \, X, Z \right] - m = \frac{1}{2} \mathbf{e}_1^\top (\tilde{Z}^\top W \tilde{Z})^{-1} \tilde{Z}^\top W Q_m(z) + \mathbf{e}_1^\top (\tilde{Z}^\top W \tilde{Z})^{-1} \tilde{Z}^\top W R(z), \quad (A.7) \]

where we can appreciate that the vec\( (D_m(z)) \) term of (A.2) vanishes by the effect of \( \mathbf{e}_1 \).

As this bias expression has two additive terms, to obtain the conditional bias of this estimator we must analyze both terms of (A.7) separately. Focus first on the analysis of \( \mathbf{e}_1^\top (\tilde{Z}^\top W \tilde{Z})^{-1} \tilde{Z}^\top W Q_m(z) \), we show that is the leading term of the expression of bias and which actually sets the order of this estimator. Later, we study the behavior of \( \mathbf{e}_1^\top (\tilde{Z}^\top W \tilde{Z})^{-1} \tilde{Z}^\top W R(z) \) and explain why this term is asymptotically negligible.

For the sake of simplicity let us denote

\[ \lambda_i = K \left( \frac{Z_{11} - z}{H^{1/2}} \right) \times \cdots \times K \left( \frac{Z_{1T} - z}{H^{1/2}} \right). \]

The inverse term of (A.7) can be rewritten as the following symmetric block matrix

\[ (NT)^{-1} \tilde{Z}^\top W \tilde{Z} = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \quad (A.8) \]

where,

\[ A_{11} = (NT[H]^{1/2})^{-1} \sum_{it} \tilde{X}_{it} \tilde{X}_{it}^\top \lambda_i, \]

\[ A_{12} = (NT[H]^{1/2})^{-1} \sum_{it} \tilde{X}_{it} \left( X_{it} \otimes (Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is} \otimes (Z_{is} - z) \right) \lambda_i, \]

\[ A_{21} = (NT[H]^{1/2})^{-1} \sum_{it} \left( X_{it} \otimes (Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is} \otimes (Z_{is} - z) \right) \tilde{X}_{it}^\top \lambda_i, \]

\[ A_{22} = (NT[H]^{1/2})^{-1} \sum_{it} \left( X_{it} \otimes (Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is} \otimes (Z_{is} - z) \right) \left( X_{it} \otimes (Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is} \otimes (Z_{is} - z) \right) \lambda_i. \]

Analyzing each of these terms, we first show that as \( N \) tends to infinity

\[ A_{11} = B_{\tilde{X}_i \tilde{X}_i}(z, \ldots, z) + o_p(1), \quad (A.9) \]

where

\[ B_{\tilde{X}_i \tilde{X}_i}(z, \ldots, z) = E \left[ \tilde{X}_{it} \tilde{X}_{it}^\top | Z_{i1} = z, \ldots, Z_{iT} = z \right] f_{z_{i1}, \ldots, z_{iT}}(z, \ldots, z). \]
With the aim of showing this result, under the stationarity assumption and the law of iterated expectations we get

\[ E \left( \mathcal{A}_{NT}^{11} \right) = \int E \left[ \tilde{X}_{it} \tilde{X}_{iT}^\top | Z_{11} = z + H^{1/2} u_1, \ldots, Z_{IT} = z + H^{1/2} u_T \right] \times f_{Z_{11}, \ldots, Z_{IT}} (z, \ldots, z) \]

and by the Taylor expansion of the unknown functions and Assumptions 3.1 and 3.4 the expression (A.9) holds. However, note that to conclude this proof is necessary to turn to a law of large numbers. Therefore, we have to show that \( \text{Var} \left( \mathcal{A}_{NT}^{11} \right) \rightarrow 0 \), as \( N \) tends to infinity. Under Assumption 3.1,

\[ \text{Var} \left( \mathcal{A}_{NT}^{11} \right) = \frac{1}{NT} \text{Var} \left( \frac{1}{|H|^{T/2}} \tilde{X}_{it} \tilde{X}_{iT}^\top \lambda_i \right) + \frac{1}{NT^2} \sum_{t=3}^T (T - t) \text{Cov} \left( \frac{1}{|H|^{T/2}} \tilde{X}_{it} \tilde{X}_{iT}^\top \lambda_i, \frac{1}{|H|^{T/2}} \tilde{X}_{it} \tilde{X}_{iT}^\top \lambda_i \right). \]

Then, under Assumptions 3.4 and 3.6 we can show that the first element is

\[ \text{Var} \left( \frac{1}{|H|^{T/2}} \tilde{X}_{it} \tilde{X}_{iT}^\top \lambda_i \right) \leq \frac{C}{NT |H|^{T/2}} \]

while the second one is

\[ \text{Cov} \left( \frac{1}{|H|^{T/2}} \tilde{X}_{it} \tilde{X}_{iT}^\top \lambda_i, \frac{1}{|H|^{T/2}} \tilde{X}_{it} \tilde{X}_{iT}^\top \lambda_i \right) \leq \frac{C'}{N|H|^{T/2}}. \]

Then, if both \( NT |H| \) and \( N|H| \) tend to infinity the variance term tends to zero and (A.9) follows.

Following a similar procedure we get

\[ \mathcal{A}_{NT}^{12} = \mathcal{D} \mathcal{B}_{\tilde{X} \tilde{X}} (z, \ldots, z) \left( I_d \otimes \mu_2 (K_{it}) H \right) - \frac{1}{T} \sum_{s=1}^T \mathcal{D} \mathcal{B}_{\tilde{X} \tilde{X}} (z, \ldots, z) \left( I_d \otimes \mu_2 (K_{ws}) H \right) + o_p (H). \quad (A.10) \]

This is because using the same reasoning,

\[ E \left( \mathcal{A}_{NT}^{12} \right) = \int E \left( \tilde{X}_{it} \tilde{X}_{iT}^\top | Z_{11} = z + H^{1/2} u_1, \ldots, Z_{IT} = z + H^{1/2} u_T \right) \times f_{Z_{11}, \ldots, Z_{IT}} (z, \ldots, z) \otimes \left( H^{1/2} u_1 \right)^\top \left( H^{1/2} u_T \right)^\top \]

\[ - \frac{1}{T} \sum_{t=1}^T \sum_{s=1}^T \int E \left( \tilde{X}_{it} \tilde{X}_{iT}^\top | Z_{11} = z + H^{1/2} u_1, \ldots, Z_{IT} = z + H^{1/2} u_T \right) \times f_{Z_{11}, \ldots, Z_{IT}} (z, \ldots, z) \otimes \left( H^{1/2} u_1 \right)^\top \left( H^{1/2} u_T \right)^\top \]

and as \( N \) tends to infinity, \( \text{Var} \left( \mathcal{A}_{NT}^{12} \right) \rightarrow 0 \). Then, (A.6) is shown.

Note that \( \mathcal{D} \mathcal{B}_{\tilde{X} \tilde{X}} (Z_1, \ldots, Z_T) \), for \( s = 1, \ldots, T \), is defined in a similar way as in [13]. Thus, \( \mathcal{D} \mathcal{B}_{\tilde{X} \tilde{X}} (Z_1, \ldots, Z_T) \) is a \( d \times dq \) gradient matrix of the form

\[ \mathcal{D} \mathcal{B}_{\tilde{X} \tilde{X}} (Z_1, \ldots, Z_T) = \begin{pmatrix} \partial b_{11}^{\tilde{X} \tilde{X}} (Z_1, \ldots, Z_T) & \cdots & \partial b_{1d}^{\tilde{X} \tilde{X}} (Z_1, \ldots, Z_T) \\ \partial Z_{11} & \cdots & \partial Z_{1T} \\ \vdots & \ddots & \vdots \\ \partial b_{d1}^{\tilde{X} \tilde{X}} (Z_1, \ldots, Z_T) & \cdots & \partial b_{dd}^{\tilde{X} \tilde{X}} (Z_1, \ldots, Z_T) \end{pmatrix}, \]

and

\[ b_{dd}^{\tilde{X} \tilde{X}} (Z_1, \ldots, Z_T) = E \left[ \tilde{X}_{it} \tilde{X}_{iT}^\top | Z_{11} = Z_1, \ldots, Z_{IT} = Z_T \right] f_{Z_{11}, \ldots, Z_{IT}} (z_1, \ldots, z_T). \]

Finally, we obtain that as \( N \) tends to infinity

\[ \mathcal{A}_{NT}^{22} = \left( 1 - \frac{1}{T} \right) \mathcal{B}_{\tilde{X} \tilde{X}} (z, \ldots, z) \otimes \mu_2 (K_{it}) H + o_p (H), \quad (A.11) \]

where

\[ \mathcal{B}_{\tilde{X} \tilde{X}} (z, \ldots, z) = E \left[ \tilde{X}_{it} \tilde{X}_{iT}^\top | Z_{11} = z, \ldots, Z_{IT} = z \right] f_{Z_{11}, \ldots, Z_{IT}} (z, \ldots, z). \]
Then, using the results of (A.9)–(A.11) in (A.8) we obtain

\[
(NT)^{-2}\widetilde{Z}^\top W\widetilde{Z}^{-1} = \begin{pmatrix} c_{11} & c_{12} \\ c_{21} & c_{22} \end{pmatrix},
\]

where

\[
c_{11} = B_{Xt,Xt}^{-1} (z, \ldots, z) + o_p(1),
\]

\[
c_{12} = -B_{Xt,Xt}^{-1} (z, \ldots, z) \left( \mathcal{D} B_{Xt,Xt} (z, \ldots, z) \left( I_d \otimes \mu_2 (K_{ut}) H \right) - \frac{1}{T} \sum_{t=1}^{T} \mathcal{D} B_{Xt,Xt} (z, \ldots, z) \left( I_d \otimes \mu_2 (K_{ut}) H \right) \right)
\times \left( \left( 1 - \frac{1}{T} \right) B_{Xt,Xt} (z, \ldots, z) \otimes H \mu_2 (K_{ut}) \right)^{-1} + o_p(1),
\]

\[
c_{21} = -\left( 1 - \frac{1}{T} \right) B_{Xt,Xt} (z, \ldots, z) \otimes H \mu_2 (K_{ut})
\times \mathcal{D} B_{Xt,Xt} (z, \ldots, z) \left( I_d \otimes \mu_2 (K_{ut}) H \right) - \frac{1}{T} \sum_{t=1}^{T} \mathcal{D} B_{Xt,Xt} (z, \ldots, z) \left( I_d \otimes \mu_2 (K_{ut}) H \right)
\times B_{Xt,Xt}^{-1} (z, \ldots, z) + o_p(1),
\]

\[
c_{22} = \left( \left( 1 - \frac{1}{T} \right) B_{Xt,Xt} (z, \ldots, z) \otimes H \mu_2 (K_{ut}) \right)^{-1} + o_p(H^{-1}).
\]

On the other hand, following the same technique we can show that

\[
(NT)^{-2}\widetilde{Z}^\top W S_m(z)
\]

are asymptotically equal to

\[
(NT)^{-2} \sum_{it} \widetilde{X}_{it} (X_{it} \otimes (Z_{it} - z)) \mathcal{H}_m(z) (Z_{it} - z) \lambda_i
\]

\[
= \mu_2 (K_{ut}) \mathcal{B}_{Xt,Xt} (z, \ldots, z) \times \text{diag}_d(\text{tr}(\mathcal{H}_m(z) H))_{td} + o_p(\text{tr}(H)),
\]

where

\[
\mathcal{B}_{Xt,Xt} (z, \ldots, z) = E \left[ \widetilde{X}_{it} \widetilde{X}_{it}^\top | Z_1 = z, \ldots, Z_{IT} = z \right] f_{Z_1 \ldots Z_{IT}} (z, \ldots, z),
\]

diag\_d(\text{tr}(\mathcal{H}_m(z) H)) stands for a diagonal matrix of elements \text{tr}(\mathcal{H}_m(z) H), for \( r = 1, \ldots, d \), and \( I_d \) is a \( d \times 1 \) unit vector. In addition,

\[
(NT)^{-2} \sum_{it} \left( X_{it} \otimes (Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is} \otimes (Z_{is} - z) \right) \left( X_{it} \otimes (Z_{it} - z) \right)^\top \mathcal{H}_m(z) (Z_{it} - z) \lambda_i
\]

\[
= \int \mathcal{B}_{Xt,Xt} (z, \ldots, z) \otimes (H^{1/2} u_r) (H^{1/2} u_r)^\top \mathcal{H}_m(z) (H^{1/2} u_r) (H^{1/2} u_r)^\top \mathcal{H}_m(z) (H^{1/2} u_r) \prod_{\ell=1}^{T} K (u_{t\ell}) \, du_{\ell}
\]

\[
- \frac{1}{T} \sum_{s=1}^{T} \int \mathcal{B}_{Xt,Xt} (z, \ldots, z) \otimes (H^{1/2} u_s) (H^{1/2} u_s)^\top \mathcal{H}_m(z) (H^{1/2} u_s) (H^{1/2} u_s)^\top \mathcal{H}_m(z) (H^{1/2} u_s) \prod_{\ell=1}^{T} K (u_{t\ell}) \, du_{\ell}
\]

\[
= o_p(H^{3/2}).
\]

Furthermore, the terms of

\[
(NT)^{-2}\widetilde{Z}^\top W S_m(z)
\]

are

\[
\begin{pmatrix}
(NT^2|H|^{T/2})^{-1} \sum_{iis} \widetilde{X}_{is} (X_{is} \otimes (Z_{is} - z))^\top \mathcal{H}_m(z) (Z_{is} - z) \lambda_i \\
(NT^2|H|^{T/2})^{-1} \sum_{iis} \left( X_{is} \otimes (Z_{is} - z) - T^{-1} \sum_{s=1}^{T} X_{is} \otimes (Z_{is} - z) \right) \left( X_{is} \otimes (Z_{is} - z) \right)^\top \mathcal{H}_m(z) (Z_{is} - z) \lambda_i
\end{pmatrix}
\]
are of order
\[
(NT^2|H|^{T/2})^{-1} \sum_{iS} \tilde{X}_{it}^{\top} (X_{it} \otimes (Z_{it} - z)) \quad \mathcal{H}_m(z) (Z_{it} - z) \lambda_i
\]
\[
= \frac{1}{T} \sum_{s=1}^{T} \mu_2(K_{is}) \mathcal{B}_{Xi} (z, \ldots, z) \times \text{diag}_d(\text{tr} (\mathcal{H}_m(z) H))\text{id} + o_p(\text{tr}(H)),
\]
where
\[
\mathcal{B}_{Xi} (z, \ldots, z) = E \left[ \left[ \tilde{X}_{it}^{\top} | Z_{i1} = z, \ldots, Z_{iT} = z \right] f_{Z_{i1}}, \ldots, f_{Z_{iT}} (z, \ldots, z),
\]
and under the stationarity assumption, when \( N \to \infty \) and \( T \) remains to be fixed we get
\[
(NT^2|H|^{T/2})^{-1} \sum_{iS} \left( X_{it} \otimes (Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is} \otimes (Z_{is} - z) \right) (X_{it} \otimes (Z_{it} - z))^{\top} \mathcal{H}_m(z) (Z_{is} - z) \lambda_i
\]
\[
= \int \mathcal{B}_{Xi} (z, \ldots, z) \otimes (H^{1/2}u_t)(H^{1/2}u_t)^{\top} \mathcal{H}_m(z) (H^{1/2}u_t) T \prod_{\ell=1}^{T} K(u_t)du_t
\]
\[
- \frac{1}{T} \sum_{t=1}^{T} \sum_{s=1}^{T} \mathcal{B}_{Xi} (z, \ldots, z) \otimes (H^{1/2}u_t)(H^{1/2}u_t)^{\top} \mathcal{H}_m(z) (H^{1/2}u_t) T \prod_{\ell=1}^{T} K(u_t)du_t
\]
\[
= O_p(H^{3/2}).
\]
Then, replacing (A.13)–(A.16) into (A.3), we can conclude
\[
(NT)^{-1} \tilde{Z}^{\top} WQ_n \mu
\]
\[
= \left( \mu_2(K) \left( \mathcal{B}_{Xi} (z, \ldots, z) - \frac{1}{T} \sum_{s=1}^{T} \mathcal{B}_{Xi} (z, \ldots, z) \right) \times \text{diag}_d(\text{tr} (\mathcal{H}_m(z) H))\text{id} + o_p(\text{tr}(H)) \right),
\]
Focus now on the residual term of (A.7), we use the notation of the beginning of the Appendix in order to write
\[
(NT)^{-1} \tilde{Z}^{\top} W R(z) = \begin{pmatrix} \varepsilon_1(z) \\ \varepsilon_2(z) \end{pmatrix},
\]
where
\[
\varepsilon_1(z) = (NT|H|^{T/2})^{-1} \sum_{iS} \tilde{X}_{it}
\]
\[
\times \left[ \left( X_{it} \otimes (Z_{it} - z) \right)^{\top} \mathcal{R} (Z_{it}; z) (Z_{it} - z) - \frac{1}{T} \sum_{s=1}^{T} \left( X_{is} \otimes (Z_{is} - z) \right)^{\top} \mathcal{R} (Z_{is}; z) (Z_{is} - z) \right] \lambda_i
\]
\[
(A.19)
\]
and
\[
\varepsilon_2(z) = (NT|H|^{T/2})^{-1} \sum_{iS} \left( X_{it} \otimes (Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is} \otimes (Z_{is} - z) \right)
\]
\[
\times \left[ \left( X_{it} \otimes (Z_{it} - z) \right)^{\top} \mathcal{R} (Z_{it}; z) (Z_{it} - z) - T^{-1} \sum_{s=1}^{T} \left( X_{is} \otimes (Z_{is} - z) \right)^{\top} \mathcal{R} (Z_{is}; z) (Z_{is} - z) \right] \lambda_i.
\]
\[
(A.20)
\]
Note that \( \varepsilon_1(z) \) can be decomposed into the following two terms
\[
\varepsilon_1(z) = (NT|H|^{T/2})^{-1} \sum_{iS} \tilde{X}_{it} \left[ \left( X_{it} \otimes (Z_{it} - z) \right)^{\top} \mathcal{R} (Z_{it}; z) (Z_{it} - z) 
\right.
\]
\[
- T^{-1} \sum_{s=1}^{T} \left( X_{is} \otimes (Z_{is} - z) \right)^{\top} \mathcal{R} (Z_{is}; z) (Z_{is} - z) \bigg] \lambda_i
\]
\[
+ (NT^2|H|^{T/2})^{-1} \sum_{iS} \tilde{X}_{it} \left( X_{is} \otimes (Z_{is} - z) \right)^{\top} \left( \mathcal{R} (Z_{it}; z) - \mathcal{R} (Z_{is}; z) \right) (Z_{is} - z) \lambda_i
\]
\[
= \varepsilon_{11}(z) + \varepsilon_{12}(z).
\]
\[
(A.21)
\]
We want to show that as $N \to \infty$,
\[
E(\varepsilon_1(z)) = o_p \left( \text{tr}(H) \right) \tag{A.22}
\]
so, in order to do it, we have to analyze each term of $\varepsilon_1(z)$ separately. Starting from $\varepsilon_{11}(z)$ and by the strict stationarity we have
\[
E(\varepsilon_{11}(z)) = \mathcal{B}_{\xi,\chi}(z + H^{1/2}u_1, \ldots, z + H^{1/2}u_T) \otimes (H^{1/2}u_1)^\top \mathcal{R}(z + H^{1/2}u_T; z)(H^{1/2}u_1) \prod_{\ell=1}^T K(u_{\ell}) \, du_{\ell}.
\]

By definition (A.5) and Assumption 3.7,
\[
|\mathcal{R}(z + H^{1/2}u_T; z) | \leq \int_0^1 \varsigma(\omega ||H^{1/2}u_T||) (1 - \omega) \, d\omega, \quad \forall \ell,
\]
where $\varsigma(\eta)$ is the modulus of continuity of $\frac{\partial^2 m_{\xi,\chi}(z)}{\partial z^2}$. Hence, by boundedness of $f$ and $\mathcal{B}_{\xi,\chi}$, and Assumption 3.4, for all $t$ we get
\[
E |\varepsilon_{11}(z)| \leq C_1 \int_0^1 (|H^{1/2}u_T|)^{\varphi} \varsigma(\omega ||H^{1/2}u_T||) \, d\omega \prod_{\ell=1}^T K(u_{\ell}) \, du_{\ell}
\]
\[
+ C_2 \sum_{s=1} s \int_0^1 (|H^{1/2}u_T|)^{\varphi} \varsigma(\omega ||H^{1/2}u_T||) \, d\omega \prod_{\ell=1}^T K(u_{\ell}) \, du_{\ell}
\]
and $E(\varepsilon_{11}(z)) = o_p \left( \text{tr}(H) \right)$ follows by dominated convergence.

Similarly, analyzing the second term of (A.21) and by strict stationarity we have
\[
E(\varepsilon_{12}(z)) = \frac{1}{T} \sum_{s=1}^T \int \left( \mathcal{B}_{\xi,\chi}(z + H^{1/2}u_1, \ldots, z + H^{1/2}u_T) \otimes (H^{1/2}u_1)^\top \right)
\]
\[
\times \left( \mathcal{R}(z + H^{1/2}u_T; z) - \mathcal{R}(z + H^{1/2}u_T; z) \right) (H^{1/2}u_1) \prod_{\ell=1}^T K(u_{\ell}) \, du_{\ell},
\]
where, as previously, we can show
\[
|E(\varepsilon_{12}(z))| \leq \frac{C_1}{T} \sum_{s=1}^T \int_0^1 (|H^{1/2}u_T|)^{\varphi} \varsigma(\omega ||H^{1/2}u_T|| - \omega ||H^{1/2}u_T||) \, d\omega \prod_{\ell=1}^T K(u_{\ell}) \, du_{\ell}.
\]
Then, proceeding as previously we have that by dominated convergence $E(\varepsilon_{12}(z)) = o_p \left( \text{tr}(H) \right)$.

Once this result (A.22) has been verified, our interest focuses on the second term of (A.21), $\varepsilon_2(z)$, with the aim of showing that as $N \to \infty$,
\[
E(\varepsilon_2(z)) = O_p(H^{3/2}). \tag{A.23}
\]
In order to prove this result, we follow the same lines as the proof of (A.22) and $\varepsilon_2(z)$ can be decomposed in two terms
\[
\varepsilon_2(z) = \varepsilon_{21}(z) + \varepsilon_{22}(z), \tag{A.24}
\]
where
\[
\varepsilon_{21}(z) = (NT |H|^{T/2})^{-1} \sum_{i\ell} \left( X_{i\ell} \otimes (Z_{i\ell} - z) - T^{-1} \sum_{s=1}^T X_{i\ell} \otimes (Z_{i\ell} - z) \right)
\]
\[
\times \left( (X_{i\ell} \otimes (Z_{i\ell} - z))^\top \mathcal{R}(z_{i\ell}; z) (Z_{i\ell} - z) - T^{-1} \sum_{s=1}^T (X_{i\ell} \otimes (Z_{i\ell} - z))^\top \mathcal{R}(z_{i\ell}; z) (Z_{i\ell} - z) \right) \lambda_i \tag{A.25}
\]
and
\[
\varepsilon_{22}(z) = (NT^2 |H|^{T/2})^{-1} \sum_{i\ell} \left( X_{i\ell} \otimes (Z_{i\ell} - z) - T^{-1} \sum_{s=1}^T X_{i\ell} \otimes (Z_{i\ell} - z) \right)
\]
\[
\times \left( (X_{i\ell} \otimes (Z_{i\ell} - z))^\top \mathcal{R}(z_{i\ell}; z) - \mathcal{R}(z_{i\ell}; z) (Z_{i\ell} - z) \right) \lambda_i. \tag{A.26}
\]
Applying the same arguments as for the proof of (A.22), it is straightforward to show that
\[
E(\varepsilon_2(z)) = o_p(H^{3/2}).
\] (A.27)
Then, replacing (A.22) and (A.23) in (A.18) we get
\[
(NT)^{-1} \widetilde{Z}^T WR(z) = \left( \begin{array}{c} o_p(\text{tr}(H)) \\ o_p(H^{3/2}) \end{array} \right)
\] (A.28)
and substituting (A.12), (A.17) and (A.28) in (A.7), the asymptotic bias can be written as
\[
E [\widehat{m} (z; H) | X, Z] - m(z) = \frac{1}{2} R^T_1 (\widetilde{Z}^T W \widetilde{Z})^{-1} \widetilde{Z}^T W (S_m(z) - \bar{S}_m(z)) \\
= \frac{1}{2} \mathcal{B}_{X|X}^{-1} (\ldots, \ldots, z) \left( \mu_2(K_{it}) \mathcal{B}_{X|X} (\ldots, \ldots, z) - \frac{1}{T} \sum_{t=1}^{T} \mu_2(K_{it}) \mathcal{B}_{X|X} (\ldots, \ldots, z) \right) \times \text{diag}(\text{tr}(H_m(z) H)) u_d \\
+ o_p(\text{tr}(H)).
\] For the asymptotic expression of the variance term let us define the NT vector \( v = (v_1, \ldots, v_T)^T \), where \( v_t = (v_{1t}, \ldots, v_{HT})^T \). Furthermore, let \( E (vv^T | X, Z) = \nu \) be a \( NT \times NT \) matrix that contains the \( V_{ij} \)'s matrices. By Assumption 3.2 we obtain
\[
V_{ij} = E (u_j v_i^T | X, Z) = \sigma^2_{ij} I_T.
\] (A.29)
Denote as \( Q_T = l_T - t_T (T^{-1} I_T)^T \) a \( T \times T \) symmetric and idempotent matrix with rank \( T - 1 \), where \( I_T \) is a \( T \times T \) identity matrix and \( t_T \) a \( T \times 1 \) unitary vector. Furthermore, let \( Q = l_T \otimes Q_T \) an \( NT \times NT \) matrix. It is clear that, \( \widetilde{Z} = Q \widetilde{Z}^b \) and \( \widetilde{v} = Q v \).
Then, substituting the previous equalities into
\[
\widehat{m} (z; H) - E [\widehat{m} (z; H) | X, Z] = e_1^T (\widetilde{Z}^T W \widetilde{Z})^{-1} \widetilde{Z}^T W \widetilde{v},
\] (A.30)
we obtain
\[
\widehat{m} (z; H) - E [\widehat{m} (z; H) | X, Z] = e_1^T (\widetilde{Z}^T W \widetilde{Z})^{-1} Z^{bT} Q^T W Q v.
\] (A.31)
Since \( Q \) is an idempotent matrix, the variance term of \( \widehat{m} (z; H) \) can be written as
\[
\text{Var} (\widehat{m} (z; H) | X, Z) = e_1^T (\widetilde{Z}^T W \widetilde{Z})^{-1} \widetilde{Z}^T W \nu W \widetilde{Z} (\widetilde{Z}^T W \widetilde{Z})^{-1} e_1.
\] (A.32)
As by Assumption 3.2 the \( v_{it} \)'s are i.i.d. in the subscript \( i \), the upper left entry of \( (NT)^{-1} \widetilde{Z}^T W \nu W \widetilde{Z} \) is
\[
\frac{\sigma^2_v}{NT |H|^T} \sum_{i=1}^{N} \sum_{t=1}^{T} \mathcal{B}_{X|X}^{-1} (\ldots, \ldots, z) \left( \mu_2(K_{it}) \mathcal{B}_{X|X} (\ldots, \ldots, z) - \frac{1}{T} \sum_{t=1}^{T} \mu_2(K_{it}) \mathcal{B}_{X|X} (\ldots, \ldots, z) \right) (1 + o_p(1)).
\] (A.33)
The upper right block is
\[
\frac{\sigma^2_v}{NT |H|^T} \sum_{i=1}^{N} \sum_{t=1}^{T} \mathcal{B}_{X|X} (\ldots, \ldots, z) \left( X_{it} \otimes (Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is} \otimes (Z_{is} - z) \right)^T \lambda_i^2
\]
\[
= \frac{\sigma^2_v}{|H|^{T/2}} \int \left( \mathcal{B}_{X|X} (z + H^{1/2} u_1, \ldots, z + H^{1/2} u_T) \otimes (H^{1/2} u_T) \right)^T
\]
\[
- \frac{1}{T} \sum_{t=1}^{T} \mathcal{B}_{X|X} (z + H^{1/2} u_1, \ldots, z + H^{1/2} u_T) \otimes (H^{1/2} u_T) \right)^T \prod_{\ell=1}^{T} K_{\ell} (u_\ell) du_\ell \left( 1 + o_p(1) \right)
\]
\[
= O_p(|H|^{-T/2}).
\] (A.34)
Finally, the lower-right block is
\[
\frac{\sigma^2_v}{NT |H|^T} \sum_{i=1}^{N} \sum_{t=1}^{T} \left( X_{it} \otimes (Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is} \otimes (Z_{is} - z) \right)^T \left( X_{it} \otimes (Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is} \otimes (Z_{is} - z) \right)^T \lambda_i^2
\]
\[
= \left( 1 - \frac{1}{T} \right) \frac{\sigma^2_v \mu_2(K_{it}^2) \prod_{\ell \neq i}^T R(K_{u_{\ell}})}{|H|^{T/2}} \mathcal{B}_{X|X} (\ldots, \ldots, z) \otimes H + O_p(|H|^{-T/2} H).
\] (A.35)
Then, substituting (A.12), (A.33)–(A.35) into (A.32) we get the following conditional covariance matrix result,

$$\text{Var} \left( \hat{m} (z; H) | \mathcal{X}, \mathcal{Z} \right) = \frac{\sigma_n^2}{NT |H|^{1/2}} \sum_{t=1}^{T} R \left( K_{ut} \right) B_{X|X}^{-1} \left( z, \ldots, z \right) (1 + o_p(1)).$$

**Proof of Theorem 3.2.** With the aim of obtaining the asymptotic distribution of the local weighted linear least-squares estimator $\hat{m} (z; H)$ we follow a similar proof scheme as in [13]. For this, let us denote

$$\hat{m} (z; H) - m(z) = (\hat{m} (z; H) - E [\hat{m} (z; H) | \mathcal{X}, \mathcal{Z}]) + (E [\hat{m} (z; H) | \mathcal{X}, \mathcal{Z}] - m(z)) \equiv \mathbf{i}_1 + \mathbf{i}_2,$$

so in order to obtain the asymptotic distribution of this estimator we must show that as $N \to \infty$ it holds

$$\sqrt{NT |H|^{1/2}} \mathbf{i}_1 \to N \left( 0, \sigma_n^2 \sum_{t=1}^{T} R \left( K_{ut} \right) B_{X|X}^{-1} \left( z, \ldots, z \right) \right)$$

and

$$E [\hat{m} (z; H) | \mathcal{X}, \mathcal{Z}] - m(z) = \frac{1}{2} \mu_2 \left( K_{ut} \right) \text{diag}_d \left( \text{tr} (K_{mt} (z) H) \right) \mathbf{i}_d + O_p \left( H^{3/2} \right) + o_p \left( \text{tr} (H) \right).$$

By Assumption 3.1 we state the variables are i.i.d. in the subscript $i$ but not in $T$, so the Lindeberg condition cannot be verified directly. Thus, in order to show (A.36) it suffices to check the Lyapunov condition. We have shown that

$$\hat{m} (z; H) - E [\hat{m} (z; H) | \mathcal{X}, \mathcal{Z}] \equiv e_1^T \left( \hat{Z}^T W \hat{Z} \right)^{-1} \hat{Z}^T W \nu.$$

The behavior of the inverse term has been analyzed previously, with the aim of proving the result (A.38) we must focus on the asymptotic normality of

$$\frac{1}{\sqrt{NT}} \hat{Z}^T W \nu.$$

As (A.39) is a multivariate vector, with the sake of simplicity we can define a unit vector $d \in \mathbb{R}^{d(1+q)}$ in such a way that

$$\frac{1}{\sqrt{NT}} d^T \hat{Z}^T W \nu = \frac{1}{\sqrt{NT}} \sum_i \sum_t \phi_{it},$$

where

$$\phi_{it} = |H|^{1/4} d^T \Re_i W_{it} v_{it}, \quad i = 1, \ldots, N; \quad t = 1, \ldots, T.$$.

Following Assumption 3.8, we have that $R (K) = \int K^2 (u) du = (2 \pi)^{-1/2}$ and $R (K_{ut}) = \cdots = R (K_{ut})$, so $\prod_{t=1}^{T} R (K_{ut}) = R (K)^T$ holds. Combining these conditions with the results of Theorem 3.1 we can write

$$\text{Var} \left( \phi_{it} \right) = \sigma_n^2 d^T \left( \begin{array}{cc} R (K)^T B_{X|X} (z, \ldots, z) & 0 \\ 0 & \left( 1 - \frac{1}{T} \right) \sigma_n^2 \mu_2 \left( K_{ut} \right) \prod_{t \neq u}^{T} R (K_{ut}) B_{X|X} (z, \ldots, z) \otimes H \end{array} \right) \times d \left( 1 + o_p(1) \right),$$

whereas

$$\sum_{t=1}^{T} |\text{Cov} \left( \phi_{i1}, \phi_{it} \right)| = o_p(1).$$

In order to check the Lyapunov condition let us denote $\phi_{n,i} = T^{-1/2} \sum_{t=1}^{T} \phi_{it}$ as independent random variables for $T$ fixed and $n = NT$. Then, by the Minkowski inequality and the matrix structure of $\hat{Z}_d$ we get

$$E \left[ |\phi_{n,i}|^{2+\delta} \right] \leq CT^{(2+\delta)} E \left[ |\phi_{it}|^{2+\delta} \right] = CT^{(2+\delta)} E \left[ |\phi_{i1} + \phi_{2it}|^{2+\delta} \right].$$

Analyzing each term separately we obtain

$$E \left[ |\phi_{i1}|^{2+\delta} \right] \leq E \left[ |\Re_i v_{i1} |^{2+\delta} \right] = |H|^{-T(2+\delta)/4} E \left[ E \left( |d^T \Re_i v_{i1} |^{2+\delta} | \mathcal{X}, \mathcal{Z} \right) \lambda_i^{2+\delta} \right]$$

$$= \frac{1}{|H|^{1/4}} \int E \left( |d^T \Re_i v_{i1} |^{2+\delta} | Z_{t1} = z + H^{1/2} u_1, \ldots, Z_{tT} = z + H^{1/2} u_T \right).$$
and given that when \( N|H| \to \infty \) this term tends to zero it is proved that the Lyapunov condition holds. Then, using (A.12), (A.33)–(A.35) and the Cramer–Wold device, the proof of the result (A.36) is done.

On the other hand, focus on the proof of (A.37) we know that by the law of iterated expectations

\[
E[\tilde{m}(z; H)] = \int E[\tilde{m}(z; H)|X, Z] dF(X, Z).
\]

Then, we can turn to the bias expression of the estimator collected in Theorem 3.1 and the proof is closed.  

**Proof of Theorem 3.3.** The proof of this theorem follows the pattern set by the Theorem 3.1. The estimator to analyze is

\[
\tilde{m}(z; \hat{H}) = e_{1}^{T} \left( \tilde{Z}_{Q(N)}^{bT} W^{b} \tilde{Z}^{b} \right)^{-1} \tilde{Z}_{Q(N)}^{bT} W^{b} \tilde{b},
\]

we can write

\[
E[\tilde{m}(z; \hat{H})|X, Z] = e_{1}^{T} \left( \tilde{Z}_{Q(N)}^{bT} W^{b} \tilde{Z}^{b} \right)^{-1} \tilde{Z}_{Q(N)}^{bT} W^{b} \left[ M^{(1)} + E(M^{(2)}|X, Z) \right],
\]

where

\[
M^{(1)} = \left[ \left( X_{11}^{T} m(Z_{11}) \right)^{T}, \ldots, \left( X_{N1}^{T} m(Z_{NT}) \right)^{T} \right]^{T},
\]

\[
M^{(2)} = \left[ T^{-1} \sum_{s=1}^{T} X_{1s}^{T} (\tilde{m}(Z_{1s}; H) - m(Z_{1s})), \ldots, T^{-1} \sum_{s=1}^{T} X_{Ns}^{T} (\tilde{m}(Z_{Ns}; H) - m(Z_{Ns})) \right]^{T} \otimes \ell_{1}^{T}.
\]

The Taylor theorem implies that we can approximate \( M^{(1)} \) as

\[
M^{(1)} = \tilde{Z}^{b} \left[ \begin{array}{c} m(z) \\ \text{vec}(D_{m}(z)) \end{array} \right] + \frac{1}{2} Q^{b}_{m}(z) + R^{b}(z).
\]

Following a similar nomenclature as in Theorem 3.1,

\[
Q^{b}_{m}(z) = \left[ s_{m11}^{bT}, \ldots, s_{mNT}^{bT} \right]^{T},
\]

\[
R^{b}(z) = \left[ K_{m11}^{b}(z), \ldots, K_{mNT}^{b}(z) \right]^{T}.
\]
where $R^b(z)$ is the remainder term of this approximation. Then, the corresponding entries of these vectors are

\[ S_{m|u}^b = \left[ \left( X_{it} \otimes (Z_{it} - z) \right)^\top R_m(z) (Z_{it} - z) \right] \]

\[ R_{it}^b(z) = \left[ \left( X_{it} \otimes (Z_{it} - z) \right)^\top \mathcal{R}(Z_{it}; z) (Z_{it} - z) \right], \]

where $\mathcal{R}(Z_{it}; z)$ has already been defined in (A.5).

If we replace $(A.46)$ in $(A.45)$ the bias expression is then

\[ E[\tilde{m}(z; \tilde{H})|X, Z] - m(z) = \frac{1}{2} e_1^\top \left( \tilde{Z}^{b\top} W^b \tilde{Z}^b \right)^{-1} \tilde{Z}^{b\top} W^b Q_m(z) \]

\[ + e_1^\top \left( \tilde{Z}^{b\top} W^b \tilde{Z}^b \right)^{-1} \tilde{Z}^{b\top} W^b E \left( M^{(2)}|X, Z \right) + o_p(\text{tr}(\tilde{H})), \]

(A.47)
given that following [15] and Assumption 3.1.

\[ e_1^\top \left( \tilde{Z}^{b\top} W^b \tilde{Z}^b \right)^{-1} \tilde{Z}^{b\top} W^b R^b(z) = O_p(\text{tr}(\tilde{H})). \]

As you can see in (A.47), this bias expression is formed by two additive terms. The first one refers to the approximation error of the estimates, whereas the second one reflects the potential estimation error dragged from the first stage. Within this context, our aim is to show that this second term converges in probability to zero, so it is the first element which provides the asymptotic distribution of the backfitting estimator. For the sake of simplicity let us denote

\[ \tilde{\lambda}_{it} = K(\tilde{H}^{-1/2}(Z_{it} - z)). \]

Focus first on the behavior of the inverse term of (A.47) we analyze

\[ (NT)^{-1} \tilde{Z}^{b\top} W^b \tilde{Z}^b \]

\[ = \left( (NT)|\tilde{H}|^{1/2} \right)^{-1} \sum_{it} X_{it} X_{it}^\top \tilde{\lambda}_{it} \left( (NT)|\tilde{H}|^{1/2} \right)^{-1} \sum_{it} X_{it} (X_{it} \otimes (Z_{it} - z))^\top \tilde{\lambda}_{it} \]

and as it is proved in [13], using standard properties of kernel density estimators, conditions 3.1–3.3 and 3.4–3.10, as $N \to \infty$ we get

\[ NT^{-1} \tilde{Z}^{b\top} W^b \tilde{Z}^b \]

\[ = \begin{pmatrix} \mathcal{B}_{X|X}(z) + o_p(1) \\ - \mathcal{B}_{X|X}(z) \otimes I_d \end{pmatrix} \left[ \mathcal{D}_{X|X}(z) \right]^{-1} \begin{pmatrix} \mathcal{B}_{X|X}(z) + o_p(1) \\ - \mathcal{B}_{X|X}(z) \otimes \mu_2(K) \tilde{H}^{-1} \end{pmatrix} + o_p(\text{tr}(\tilde{H})), \]

(A.48)

where $\mathcal{B}_{X|X}(z)$ and $\mathcal{D}_{X|X}(z)$ has been already defined in the proof of Theorem 3.1 conditioning only to $Z_{it} = z$.

Furthermore,

\[ (NT)^{-1} \tilde{Z}^{b\top} W^b Q_m(z) \]

\[ = \left( (NT)|\tilde{H}|^{1/2} \right)^{-1} \sum_{it} X_{it} (X_{it} \otimes (Z_{it} - z))^\top \mathcal{H}_m(z) (Z_{it} - z) \tilde{\lambda}_{it} \]

are of order

\[ \mu_2(K) \mathcal{B}_{X|X}(z) \times \text{diag}_d(\text{tr}(\mathcal{H}_m(z) \tilde{H})) I_d + o_p(\text{tr}(\tilde{H})), \]

and $O_p(\tilde{H}^{3/2})$, respectively. Substituting these latter results and (A.48) in the first term of (A.47) we obtain

\[ \frac{1}{2} e_1^\top \left( \tilde{Z}^{b\top} W^b \tilde{Z}^b \right)^{-1} \tilde{Z}^{b\top} W^b Q_m(z) = \frac{1}{2} \mu_2(K) \mathcal{B}_{X|X}(z) \mathcal{B}_{X|X}(z) \times \text{diag}_d(\text{tr}(\mathcal{H}_m(z) \tilde{H})) I_d + o_p(\text{tr}(\tilde{H})). \]

(A.50)

Focus now on the behavior of the second term of (A.47),

\[ (NT)|\tilde{H}|^{1/2} \tilde{Z}^{b\top} W^b E \left( M^{(2)}|X, Z \right) \]

\[ = \left( (NT)|\tilde{H}|^{1/2} \right)^{-1} \sum_{it} (X_{it} \otimes (Z_{it} - z))^\top \left( E \left[ \tilde{m} \left( Z_{it}; H \right) | X, Z \right] - m(z_{it}) \right) \tilde{\lambda}_{it} \]

(A.51)
and analyzing both terms separately we can show that as $N$ tends to infinity
\[
\left(NT^2 \left| \frac{1}{2} \right. \right)^{-1} \sum_{i \neq s} X_i X_s^\top (E [\hat{m}(Z_0; H) | X, Z] - m(Z_0)) \tilde{\lambda}_{is} = o_p(\text{tr}(\hat{H}))
\]
and
\[
\left(NT^2 \left| \frac{1}{2} \right. \right)^{-1} \sum_{i \neq s} (X_i \otimes (Z_0 - z)) X_s^\top (E [\hat{m}(Z_0; H) | X, Z] - m(Z_0)) \tilde{\lambda}_{is} = o_p(\text{tr}(H) \text{tr}(\hat{H})).
\]

Under Assumptions 3.1–3.3, 3.10 and 3.12, this latter expression is $o_p(\text{tr}(H))$ and the rate is uniform in $z$; see [11] for more details.

Replacing these results in the second term of (A.47),
\[
e_t (\hat{Z}^{b^T} W^b \tilde{Z}^{b})^{-1} \hat{Z}^{b^T} W^b m(Z_0) = o_p(\text{tr}(\hat{H})).
\]
Finally, substituting (A.50) and (A.52) in (A.47) the proof of the conditional bias is done. Also, it is proved that the asymptotic bias of $\hat{m}(z; \hat{H})$ is the same order as $m(z; H)$, given that $\text{tr}(H) \rightarrow 0$, $\text{tr}(\hat{H}) \rightarrow 0$ in such a way that $N |H| \rightarrow \infty$ and $N |H| \rightarrow \infty$.

From the standpoint of the variance, let us denote $\hat{v} = (\hat{v}_1, \ldots, \hat{v}_N)$ as an $NT$-dimensional vector such that
\[
\hat{v}_i = \left( T^{-1} \sum_{t=1}^T (X_i^\top (\hat{m}(Z_0; H) - E [\hat{m}(Z_0; H) | X, Z]) \right)^T \ldots, T^{-1} \sum_{t=1}^T (X_i^\top (\hat{m}(Z_0; H) - E [\hat{m}(Z_0; H) | X, Z]) \right)^T .
\]
As we know, the conditional variance–covariance matrix of the estimator has the following form
\[
\text{Var}(\hat{m}(z; \hat{H}) | X, Z) = E \left[ (\hat{m}(z; \hat{H}) | X, Z) - E[\hat{m}(z; \hat{H}) | X, Z] \right]^T \text{tr}(\hat{H}).
\]
where
\[
\hat{m}(z; \hat{H}) - E[\hat{m}(z; \hat{H}) | X, Z] = e_t (\hat{Z}^{b^T} W^b \tilde{Z}^{b})^{-1} \hat{Z}^{b^T} W^b \hat{v} + e_t (\hat{Z}^{b^T} W^b \tilde{Z}^{b})^{-1} \hat{Z}^{b^T} W^b \hat{v}.
\]
Remember that $\hat{v} = Q_t \hat{v}_t$ and it is straightforward to show that $Q_t \hat{Z}^{b}_t = \hat{Z}_t$. Thus, the previous equation can be rewritten as
\[
\hat{m}(z; \hat{H}) - E[\hat{m}(z; \hat{H}) | X, Z] = e_t (\hat{Z}^{b^T} W^b \tilde{Z}^{b})^{-1} \hat{Z}^{b^T} W^b v + e_t (\hat{Z}^{b^T} W^b \tilde{Z}^{b})^{-1} \hat{Z}^{b^T} W^b \hat{v}.
\]
Taking into account that $E(\nu \nu^T | X, Z) = \nu$ be a $NT \times NT$ matrix whose $ij$th have the form of (A.29), the variance term of $\hat{m}(z; \hat{H})$ has the form
\[
\text{Var}(\hat{m}(z; \hat{H}) | X, Z) = e_t (\hat{Z}^{b^T} W^b \tilde{Z}^{b})^{-1} \hat{Z}^{b^T} W^b v \nu W^b \hat{Z} (\hat{Z}^{b^T} W^b \tilde{Z}^{b})^{-1} e_t + e_t (\hat{Z}^{b^T} W^b \tilde{Z}^{b})^{-1} \hat{Z}^{b^T} W^b E(\hat{v} \hat{v}^T | X, Z) W^b \hat{Z} (\hat{Z}^{b^T} W^b \tilde{Z}^{b})^{-1} e_t + 2e_t (\hat{Z}^{b^T} W^b \tilde{Z}^{b})^{-1} \hat{Z}^{b^T} W^b E(\hat{v} \nu^T | X, Z) W^b \hat{Z} (\hat{Z}^{b^T} W^b \tilde{Z}^{b})^{-1} e_t
\]
\[
= I_1 + I_2 + I_3.
\]

Then, with the aim of obtaining the asymptotic order of the variance of $\hat{m}(z; \hat{H})$ we have to analyze each of these terms separately. Following the same procedure as in (A.32) to analyze the behavior of $\hat{Z}^{b} W^b \nu \nu \hat{Z}^{b}$. Under Assumptions 3.1–3.7 and 3.11–3.12, using the result (A.48) and the Cramer–Wold device it is straightforward to show that as $N \rightarrow \infty$
\[
I_1 = \frac{\sigma^2 R(K)}{NT^2 |\hat{H}|^{1/2}} B_{X_i X_i} (z)^{-1} B_{X_i X_i} (z)^{-1} (1 + o_p(1)),
\]
while
\[
I_2 = o_p \left( \frac{\ln NT}{NT^2 |\hat{H}|^{1/2} ||H|^{1/2}} \right).
\]
In order to prove this latter result we have to analyze the behavior of the following expression
\[
(NT)^{-1} \hat{Z}^{b^T} W^b E(\hat{v} \hat{v}^T | X, Z) W^b \hat{Z}^b.
\]
Thus, denote by $\tilde{r}(Z_0; H) = \hat{m}(Z_0; H) - E [\hat{m}(Z_0; H) | X, Z]$, then the upper left entry is
\[
(NT)^{-1} \sum_{i} \sum_{s} X_i X_s^\top E (\tilde{r}(Z_0; H) \tilde{r}(Z_0; H)^\top | X, Z) X_s X_s^\top \tilde{\lambda}_{is} \tilde{\lambda}_{is}.
\]
and by the Cauchy–Schwarz inequality for variance–covariance matrices (A.57) is bounded by
\[
(NT^3 |H|^{-1})^{-1} \sum \sum X_{it_1}X_{it_1}^T \text{vec}^{1/2} \left( \text{diag} \left( E \left( \tilde{r}(Z_{it_1}; H)\tilde{r}(Z_{it_2}; H)^T | X, Z \right) \right) \right) \\
\times \text{vec}^{1/2} \left( \text{diag} \left( E \left( \tilde{r}(Z_{it_1}; H)\tilde{r}(Z_{it_2}; H)^T | X, Z \right) \right) \right) \tilde{x}_{it_1} \tilde{x}_{it_2} \\
= \mathcal{O}_p \left( \frac{\ln NT}{NT|H|^{1/2}|H|^{1/2}} \right),
\]
(A.58)
given that under the conditions of Theorem 3.1 and following [11].
\[
\text{vec} \left( \text{diag} \left( E \left( \tilde{r}(z; H)\tilde{r}(z; H)^T | X, Z \right) \right) \right) = \mathcal{O}_p \left( \frac{\ln NT}{NT|H|^{1/2}|H|^{1/2}} \right),
\]
uniformly in \( z \).

Following the same lines, the upper right entry of (A.56) is
\[
(NT^2 |H|^{-1})^{-1} \sum \sum X_{it_1}X_{it_1}^T E \left( \tilde{r}(Z_{it_1}; H)\tilde{r}(Z_{it_2}; H)^T | X, Z \right) (X_{it_2} \otimes (Z_{it_2} - z))^T \tilde{x}_{it_1} \tilde{x}_{it_2} = \mathcal{O}_p \left( \frac{\ln NT}{NT|H|^{1/2}|H|^{1/2}} \right)
\]
(A.59)
and the lower right entry of (A.56) is
\[
(NT^2 |H|^{-1})^{-1} \sum \sum (X_{it} \otimes (Z_{it} - z)) X_{it}^T E \left( \tilde{r}(Z_{it}; H)\tilde{r}(Z_{it}; H)^T | X, Z \right) (X_{it} \otimes (Z_{it} - z))^T \tilde{x}_{it} \tilde{x}_{it} = \mathcal{O}_p \left( \frac{\ln NT}{NT|H|^{1/2}|H|^{1/2}} \right)
\]
(A.60)
Then, combining the results (A.58)–(A.60) with (A.48) and by the Cramer–Wold device the proof of (A.55) is done. Finally, focus on \( I_3 \) the Cauchy–Schwarz inequality is enough to show that
\[
I_3 = \mathcal{O}_p \left( \sqrt{\ln NT} \right)
\]
(A.61)
and the proof is done. \( \blacksquare \)

**Proof of Corollary 3.2.** The proof of this corollary relies on the proof of Theorem 3.1.

Taking the expression (3.3) for the univariate case, the conditional bias and variance of \( \hat{m}_h(z) \) for the case when \( d = q = 1 \) and \( H = h^2 I \) are given as follows
\[
E[\hat{m}_h(z) | X, Z] - m(z) = \frac{1}{2} e_1^T (\tilde{Z}^T W \tilde{Z})^{-1} \tilde{Z}^T W (P(z) - P(z)),
\]
(A.62)
\[
\text{Var}(\hat{m}_h(z) | X, Z) = e_1^T (\tilde{Z}^T W \tilde{Z})^{-1} \tilde{Z}^T W W \tilde{Z} (\tilde{Z}^T W \tilde{Z})^{-1} e_1,
\]
(A.63)
where, for any \( \xi_{it} \) between \( Z_{it} \) and \( z \) and \( \xi_{is} \) between \( Z_{is} \) and \( z \), the corresponding entries of the vectors \( P(z) \) and \( P(z) \) are
\[
P_{it}(z) = X_{it} r(\xi_{it}; z) \quad \text{and} \quad P_{is}(z) = T^{-1} \sum_{s=1}^T X_{is} r(\xi_{is}; z),
\]
where \( r(\xi_{it}; z) = (Z_{it} - z)^2 \frac{\beta_{m(\xi_{it})}}{\beta_{m(\xi_{is})}} \) and \( r(\xi_{is}; z) \) is defined in a similar way.

Starting from the conditional bias standpoint, as \( N \) tends to infinity the elements of the matrix (A.8) are
\[
A_{it}^{11} = (Th)^{-1} \sum_{t=1}^T E \left[ \tilde{X}_{i1}^2 \lambda_{i1} \right] = \frac{1}{T} \sum_{t=1}^T B_{\tilde{X}_{i1} \tilde{X}_{i1}} (z, \ldots, z) + \mathcal{O}_p(1),
\]
(A.64)
\[
A_{it}^{12} = (Th)^{-1} \sum_{t=1}^T E \left[ \tilde{X}_{i1} \left( X_{it}(\tilde{Z}_{it} - z) - T^{-1} \sum_{s=1}^T X_{is}(\tilde{Z}_{is} - z) \right) \lambda_{i1} \right] \\
= \frac{h^2}{T} \sum_{t=1}^T \left( D B_{\tilde{X}_{i1} \tilde{X}_{i1}} (z, \ldots, z) \mu_2(K_{it}) - \frac{1}{T} \sum_{s=1}^T D B_{\tilde{X}_{i1} \tilde{X}_{i1}} (z, \ldots, z) \mu_2(K_{is}) \right) + \mathcal{O}_p(h^2)
\]
(A.65)
\[ A_{NT}^{22} = (Th^T)^{-1} \sum_{t=1}^{T} E \left[ \left( X_{it}(Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is}(Z_{is} - z) \right)^2 \lambda_i \right] \]
= \left( 1 - \frac{1}{T} \right) \frac{1}{T} \sum_{t=1}^{T} E X_{it}(z, \ldots, z) \rho_2(K_{it}) \]
(A.66)

so the inverse term of (A.62) can be written as
\[ (NT) (\tilde{Z}^\top W \tilde{Z})^{-1} = \left( \begin{array}{cc} e_{NT}^{11} & e_{NT}^{12} \\ e_{NT}^{12} & e_{NT}^{22} \end{array} \right) \]
(A.67)

where now
\[ e_{NT}^{11} = \left( (Th^T)^{-1} \sum_{t=1}^{T} E X_{it}^2 \lambda_i \right)^{-1} + o_p \left( h^T \right) , \]
\[ e_{NT}^{12} = - \left( T^{-1} \sum_{t=1}^{T} E \left[ X_{it}^2 \lambda_i \right] \right)^{-1} \left( T^{-1} \sum_{t=1}^{T} E \left[ X_{it}(Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is}(Z_{is} - z) \right] \lambda_i \right) \]
\times \left( (Th^T)^{-1} \sum_{t=1}^{T} E \left[ X_{it}(Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is}(Z_{is} - z) \right] \lambda_i \right)^{-1} + o_p \left( h^T \right) , \]
\[ e_{NT}^{22} = \left( (Th^T)^{-1} \sum_{t=1}^{T} E \left[ X_{it}(Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is}(Z_{is} - z) \right] \lambda_i \right) \lambda_i \] + o_p \left( h^T \right) .

Focus now on the numerator of (A.62), as \( N \to \infty \) it can be written such as
\[ (NT)^{-1} \tilde{Z}^\top W \left( \Pi(z) - \tilde{\Pi}(z) \right) \]
\[ \left( (Th^T)^{-1} \sum_{t=1}^{T} E \left[ X_{it}(Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is}(Z_{is} - z) \right] \lambda_i \right) \]
\times \left( T^{-1} \sum_{t=1}^{T} E \left[ X_{it}(Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is}(Z_{is} - z) \right] \lambda_i \right) \lambda_i \]
(A.68)

where we can show
\[ \frac{1}{Th^T} \sum_{t=1}^{T} E \left[ X_{it} X_{it} r_{ih}(\xi_{it}; z) \lambda_i \right] - \frac{1}{T^2 h^T} \sum_{t=1}^{T} \sum_{s=1}^{T} E \left[ X_{it} X_{is} r_{ih}(\xi_{is}; z) \lambda_i \right] \]
= \( h^2 \) \left( \frac{1}{T} \sum_{t=1}^{T} B_{X_iX_i}(z, \ldots, z) \mu_2(K_{it}) \right) + o_p \left( h^2 \right) \]
(A.69)

and
\[ \frac{1}{Th^T} \sum_{t=1}^{T} E \left[ X_{it}(Z_{it} - z) - T^{-1} \sum_{s=1}^{T} X_{is}(Z_{is} - z) \right] X_{it} r_{ih}(\xi_{it}; z) \lambda_i \]
= \left( \frac{1}{T} \sum_{t=1}^{T} B_{X_iX_i}(z, \ldots, z) u_t \right) \left( \frac{1}{T} \sum_{t=1}^{T} B_{X_iX_i}(z, \ldots, z) u_t \right) \sum_{t=1}^{T} K_{it} du_t \]
= o_p \left( h^3 \right) .
(A.70)

Therefore, substituting (A.67) and (A.68) in (A.62), the conditional bias is
\[ E[\hat{m}_h(z)|z, z] - m(z) = \left( \frac{1}{Th^T} \sum_{t=1}^{T} E[X_{it}^2 \lambda_i] \right)^{-1} \frac{1}{2Th^T} \]
\times \sum_{t=1}^{T} E \left[ X_{it} r_{ih}(\xi_{it}; z) - \frac{1}{T} \sum_{s=1}^{T} X_{is} r_{ih}(\xi_{is}; z) \right] \lambda_i \] + o_p \left( h^2 \right) .
(A.71)
From the point of view of the variance we focus on the behavior of the middle term of (A.63). Following the same procedure as in (A.32) but assuming strict stationarity is not allowed, under conditions 3.2, 3.4 and 3.13 we can show that as $N \to \infty$,

$$\text{Var}(\hat{m}_h(z) \mid \mathcal{X}, z) = \frac{\sigma^2}{NTh^2} \frac{1}{Th^2} \sum_{t=1}^{T} E[X_t^2] \left( \frac{1}{Th^2} \sum_{t=1}^{T} E[X_t^2] \right)^{-2} + o_p \left( \frac{1}{NTh^2} \right). \quad (A.72)$$

**Proof of Corollary 3.3.** The proof of this corollary relies on the proof of Theorem 3.2. If we start from (A.45) and take a standard Taylor expansion around $m(\cdot)$ we obtain

$$E \left[ \tilde{m}_h(z) \mid \mathcal{X}, z \right] - m(z) = \frac{1}{2} e_1^T \left( \tilde{Z}^b W^{b_2} - W^{b_2} \tilde{Z}^b \right) E(\mathcal{I}(z) + E(M^{(2)} \mid \mathcal{X}, z) + o_p(\tilde{h}^2) \quad (A.73)$$

where

$$M^{(2)} = \left[ \left( T^{-1} \sum_{t=1}^{T} X_{1t} (\hat{m}_h(Z_{1t}) - m(Z_{1t})) \right) \ldots \left( T^{-1} \sum_{t=1}^{T} X_{N_t} (\hat{m}_h(Z_{N_t}) - m(Z_{N_t})) \right) \right] \odot t_1^{T}.$$

and each entry of $\mathcal{I}(z)$ is $X_{it} r(\xi_{it}, z)$.

Following a similar proof scheme as previously, if we analyze each of these terms separately we obtain that (A.73) can be written as

$$(NT)^{-1} \tilde{Z}^b W^{b_2} = \begin{pmatrix} (T\tilde{h})^{-1} \sum_{t=1}^{T} E[X_t^2] & (T\tilde{h})^{-1} \sum_{t=1}^{T} E[X_t^2(Z_t - z)] \chi_{it} \\ (T\tilde{h})^{-1} \sum_{t=1}^{T} E[X_t^2(Z_t - z)] \chi_{it} & (T\tilde{h})^{-1} \sum_{t=1}^{T} E[X_t^2(Z_t - z)]^2 \chi_{it} \end{pmatrix} \quad (A.74)$$

so the inverse term is

$$(NT) \left( \tilde{Z}^b W^{b_2} \right)^{-1} = \begin{pmatrix} e^{b_{11}}_{NT} & e^{b_{12}}_{NT} \\ e^{b_{21}}_{NT} & e^{b_{22}}_{NT} \end{pmatrix},$$

where

$$e^{b_{11}}_{NT} = (T\tilde{h})^{-1} \sum_{t=1}^{T} E[X_t^2]^{-1} + o_p(\tilde{h}),$$

$$e^{b_{12}}_{NT} = (T\tilde{h})^{-1} \sum_{t=1}^{T} E[X_t^2]^{-1} (T\tilde{h})^{-1} \sum_{t=1}^{T} E[X_t^2(Z_t - z)] \chi_{it} (T\tilde{h})^{-1} \sum_{t=1}^{T} E[X_t^2(Z_t - z)]^2 \chi_{it}^{-1} + o_p(\tilde{h}),$$

$$e^{b_{22}}_{NT} = (T\tilde{h})^{-1} \sum_{t=1}^{T} E[X_t^2(Z_t - z)]^2 \chi_{it}^{-1} + o_p(\tilde{h}).$$

Let us now analyze the numerator of (A.73), as $N \to \infty$ we get

$$(NT)^{-1} \tilde{Z}^b W^{b_2} \left( \mathcal{I}(z) + E(M^{(2)} \mid \mathcal{X}, z) \right)$$

$$= \begin{pmatrix} (T\tilde{h})^{-1} \sum_{t=1}^{T} E[X_t^2 r(\xi_{it}, z) \chi_{it}] + (T\tilde{h})^{-1} \sum_{t=1}^{T} \sum_{s=1}^{T} E[X_{it} X_{is} (E(\hat{m}_h(Z_s) - m(Z_s))) \chi_{it}] \\ (T\tilde{h})^{-1} \sum_{t=1}^{T} E[X_t^2(Z_t - z) r(\xi_{it}, z) \chi_{it}] + (T\tilde{h})^{-1} \sum_{t=1}^{T} \sum_{s=1}^{T} E[X_{it}(Z_t - z) X_{is} (E(\hat{m}_h(Z_s) - m(Z_s))) \chi_{it}] \end{pmatrix}. \quad (A.75)$$

Using standard properties of the kernel density estimators and assuming strict stationarity is not allowed, we can show that

$$(T\tilde{h})^{-1} \sum_{t=1}^{T} E[X_t^2 r(\xi_{it}, z) \chi_{it}] = \tilde{h} \sum_{t=1}^{T} B_{X_t}(z) m''(z) \mu_2(K_{ud}) + o_p(\tilde{h}),$$

$$(T\tilde{h})^{-1} \sum_{t=1}^{T} E[X_t^2(Z_t - z) r(\xi_{it}, z) \chi_{it}] = O_p(\tilde{h}^3).$$
whereas following what it is established in (A.51) we can prove
\[
(T^2h)\mathcal{O} \sum_{l=1}^{T} \sum_{i=1}^{T} E \left[ X_i (E_h(Z_{il}) - Z_{il}) \right] = o_p(h^2).
\]
\[
(T^2h)\mathcal{O} \sum_{l=1}^{T} \sum_{i=1}^{T} E \left[ X_i (E_h(Z_{il}) - Z_{il})(E_h(Z_{il}) - Z_{il}) \right] = o_p(h^2).
\]

Therefore, replacing the results of (A.74) and (A.76) in (A.73) the conditional bias expression of the one-step backfitting estimator is
\[
E \left[ \hat{m}_{ih}(z)|X, Z \right] - \hat{m}(z) = \frac{1}{2T h} \sum_{l=1}^{T} E \left[ X_i^2 \hat{\lambda}_{nl} \right] \left( \frac{1}{T h} \sum_{l=1}^{T} E \left[ X_i^2 \hat{\lambda}_{nl} \right] \right)^{-1} + o_p(h^2). \tag{A.76}
\]

Finally, as in the multivariate case the variance term of the one-step backfitting estimator has the form
\[
\text{Var} \left( \hat{m}_{ih}(z)|X, Z \right) = e_{it}^T \left( \hat{Z}_{it}^T W \hat{Z}_{it} \right)^{-1} \hat{Z}_{it}^T W \nu \hat{Z}_{it} \left( \hat{Z}_{it}^T W \hat{Z}_{it} \right)^{-1} e_{it}
\]
\[
+ e_{it}^T \left( \hat{Z}_{it}^T W \hat{Z}_{it} \right)^{-1} \hat{Z}_{it}^T W \nu (\hat{u} v^T |X, Z) W \hat{Z}_{it} \left( \hat{Z}_{it}^T W \hat{Z}_{it} \right)^{-1} e_{it}
\]
\[
+ e_{it}^T \left( \hat{Z}_{it}^T W \hat{Z}_{it} \right)^{-1} (\hat{Z}_{it}^T W \nu |X, Z) W \hat{Z}_{it} \left( \hat{Z}_{it}^T W \hat{Z}_{it} \right)^{-1} e_{it}
\]
\[
= I_1 + I_2 + I_3. \tag{A.77}
\]

where \( V \) is a \( NT \times NT \) matrix of \( E(\nu u^T |X, Z) \) and \( \hat{u}_i \) is defined as
\[
\hat{u}_i = \left( T^{-1} \sum_{i=1}^{T} \left( X_i (\hat{m}_h(Z_{il}) - E[M_h(Z_{il}) |X, Z]) \right), \ldots, T^{-1} \sum_{i=1}^{T} \left( X_i (\hat{m}_h(Z_{il}) - E[M_h(Z_{il}) |X, Z]) \right) \right)^T.
\]

Analyzing each of these terms separately, under conditions 3.2–3.9 and 3.11–3.13 and using the Cramer–Wold device and the result in (A.74) we can show that as \( N \to \infty \)
\[
I_1 = \sigma^2 \frac{N T h}{NT h} \left( \frac{1}{T h} \sum_{l=1}^{T} E \left[ X_i^2 \hat{\lambda}_{nl} \right] \right)^{-2}, \tag{A.78}
\]
\[
I_2 = o_p \left( \frac{\ln N T}{N T h} \right). \tag{A.79}
\]

whereas \( I_2 = o_p \left( \sqrt{\frac{\ln N T}{N T h}} \right). \) Note that for the result (A.79) we follow the proof proposed for (A.55) and for \( I_1 \) we follow (A.61). Then, the proof is done.
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