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Abstract

The arguments of Rawls (1971) are used to derive optimal policy from behind a ‘veil of

ignorance’ that prevents policymakers from knowing the time period in which policy will

be implemented. With no knowledge of time, there is no conflict between policymakers

existing at different points in time, and none of the time-inconsistency problems that

typically hinder optimal decision-making when policymakers are constrained in their

present choices by expectations of future outcomes. We set up a well-defined choice

problem that captures this normative perspective. The ‘veil of ignorance’ policy that it

generates has a number of appealing properties.
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1 Introduction

This paper introduces a new approach to policymaking in environments where there are prob-

lems of time inconsistency. Time inconsistency arises whenever an economic agent’s view of

the best action to take in a particular time period changes solely because of the passage of

time. The problem is present in a large class of models for which expectations of future policy

affect current constraints, as first identified by Kydland and Prescott (1977). The problem

arises in these models because of conflicts between policymakers existing at different points

in time. For example, the current policymaker may have an incentive to make promises that

future policymakers do not want to honour. Almost all contemporary monetary or fiscal policy

models feature conflicts of this type in one form or another.

Our idea is to remove conflict between policymakers at the time when policy is decided.

To do this we invoke the famous ‘veil of ignorance’ concept of Rawls (1971), where the veil

is used to conceal all information relevant to the time period in which policy choices will be

implemented. The veil ensures that policymakers are denied knowledge of when they will

be called on to set policy. The aim is to capture the normative idea that institutional design

ought to be conducted in a manner that abstracts from the special circumstances of conflicting

parties, and should ideally lead to a policy that can be agreed upon by all. In models with

time-inconsistency problems, concealing time behind a veil of ignorance removes the source of

conflict between policymakers existing at different points in time. As Rawls advocates, they

find it “impossible to tailor principles to the circumstances of their own case”.

Two approaches to the time inconsistency problem dominate the existing literature. Nei-

ther is especially satisfactory. The ‘commitment’ solution sets policy to maximise the objec-

tives of the particular policymaker that exists at the start of time, and assumes that these

objectives can be imposed on all future generations of policymakers. It is not explained why

the policymaker at the start of time is uniquely able to impose their will on policymakers

in the future. As Svensson (1999) puts it, “Why is period 0 special?”. The ‘discretionary’

solution instead assumes that choices can only be made contemporaneously, and defines policy

as the outcome of a non-cooperative game between policymakers existing at different points

in time. This is likely to yield outcomes that are undesirable for every policymaker.

The most prominent alternatives to commitment and discretion are the timeless perspec-

tive of Woodford (2003) and the unconditional optimality approach first suggested by Taylor

(1979), and more recently explored by Damjanovic et al. (2008) and Jensen and McCallum

(2010). We show that our approach has a number of appealing properties relative to these
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alternatives.

The paper is organised as follows. In Section 2 we specify the economic environment and

discuss existing solutions to the time-inconsistency problem it contains. We introduce the idea

of the ‘veil of ignorance’ policy in Section 3, and define it for purely forward-looking models

in Section 4. The final part of the section presents an example to illustrate how the policy

differs from other approaches in a simple New Keynesian model. The general case for models

with both backward and forward looking constraints is in Section 5, which finishes with an

example based on the problem of optimal redistribution with participation constraints in the

spirit of Marcet and Marimon (1992) and Kocherlakota (1996). A final Section 6 concludes.

2 Specification of the environment

We consider a general problem in which a policymaker operating at time 0 has preferences

over the expected present discounted value of a time-invariant objective function:

W0 =
∞∑

t=0

βt
∫

H∞

π(x(h, t), ε)dFt(h|h
0). (1)

The function x : H∞ × Z → X is a mapping from the history of endogenous and exogenous

variables h ∈ H∞ and time period t to the t-dated realisation of a vector of endogenous

variables x ∈ X. History h includes the vector of contemporary exogenous variables ε ∈ E,

and H∞ = X∞ × E∞. The infinite history of exogenous variables is denoted hε ∈ E∞, and

we define F as an exogenous probability measure on E∞ that characterises the evolution of

these variables. The mapping x(h, t), probability measure F , and initial history h0 together

induce a time-specific conditional probability measure on H∞. We denote this Ft (A|h
0). It

gives the probability that time t is characterised by a history in the set A ⊆ H∞, conditional

on initial history h0. For simplicity, the time-invariant objective function π (·) is assumed to

be continuously differentiable in all its arguments, and strictly quasi-concave in x for all ε. β

is the discount factor of the policymaker. The preferencesWs of a policymaker in period s are

defined analogously.

The policymaker at time 0 chooses the function x (h, t) subject to two types of constraints.

The first are the n ‘forward-looking’ restrictions:

T∑

r=0

∫

H∞

gr(x(h, t+ r), ε)dFr(h|h
′) ≥ 0, (2)
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which hold for all h′ ∈ H∞ and t. T is the maximum horizon at which expectations of future

variables influence current constraints, and may be infinite in some models of interest. The

function gr : X×E → R
n is vector-valued if n > 1. Each component of the function is assumed

to be continuously differentiable and weakly concave in x, so the constraint set is convex for

given ε. Examples of forward-looking constraints in macroeconomics include the standard

New Keynesian Phillips curve (where T = 1), and fiscal solvency requirements (where T is

typically infinite).

The second type of constraints are ‘backward-looking’:

m(x(h, t), z(h\1, t− 1), ε) ≥ 0. (3)

These similarly hold for all h and t. The function z : H∞ × Z→ Z is equivalent to the func-

tion x but with its output restricted to the model’s predetermined variables, defined as those

variables that enter (3) with a lag. We denote by y ∈ Y the remaining non-predetermined

variables, so X = Y × Z, and assume that the predetermined variables do not feature as

arguments in any of the gr functions for r ≥ 1. This is without loss of generality: we can al-

ways define new contemporaneous auxiliary variables to substitute out for any predetermined

variables in these functions. h\r is the history obtained by deleting the last r observations

in h. We assume that m (·) is continuously differentiable and weakly concave in (x, z), pre-

serving the convexity of the constraint set. An example of a backward-looking constraint in

macroeconomics is the law of motion for capital accumulation.

2.1 Time-0 optimality and time-inconsistency

The optimal choice of x(h, t) from the time 0 policymaker’s perspective can be determined by

standard techniques. The row vectors λg (h, t) and λm (h, t) are multipliers associated with the

forward and backward looking constraints at time t after history h. The first order condition

for maximising (1) subject to (2)-(3) with respect to the generic variable xi is:

∂π(x(h, t), ε)

∂xi(h, t)
+

min{t,T}∑

r=0

β−rλg(h\r, t− r)
∂gr(x(h, t), ε)

∂xi(h, t)

+ λm(h, t)
∂m(x(h, t), z(h\1, t− 1), ε)

∂xi(h, t)

+ β

∫

H∞

λm(h
′, t+ 1)

∂m(x(h′, t+ 1), z(h, t), ε′)

∂xi(h, t)
dF1(h

′|h)

= 0, (4)
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for almost all feasible histories h at each time period t ≥ 0.

Under the regularity conditions that we imposed, there is a unique function x0o(h, t) that

satisfies this condition and the constraint set. The subscript denotes that this is an ‘optimal’

solution and the superscript indicates the time period from which it is considered optimal,

in this case period 0. x0o(h, t) is time-inconsistent because, in general, x0o(h, t) �= xso(h, t) for

0 < s ≤ t. This follows from the first order condition. If T > 0 then the upper limit of the

summation in (4) depends upon t for at least one xi, at least when moving from t = 0 to

t = 1. This means that if optimisation were taking place in a different period than time 0 then

the set of first-order conditions would be different. This is the familiar ‘time-inconsistency of

optimal plans’ first highlighted by Kydland and Prescott (1977). How a unique x(h, t) should

be chosen for all (h, t) pairs is the problem addressed by our paper.

2.2 Discretion

The discretionary approach deals with the problem of time-inconsistency by assuming that

each policymaker only chooses contemporaneous variables. Responses of future policymakers

to current choices are treated as known, and discretionary policy is defined as an outcome of

a non-cooperative game between policymakers existing at different points in time. For all t,

a ‘discretionary’ policy function xtd (h, t) maximises Wt subject to constraints (2)-(3) holding

at time t, and the outcomes for s > t being determined by known functions xsd (h, s).
1

The resulting policy is not easy to characterise analytically, since there may be complex

equilibrium dependence on past choices. Even in simple linear-quadratic models, if lagged

endogenous variables feature in the constraint set then Blake and Kirsanova (2012) show

that multiple Markov-stationary discretionary equilibria may exist. There is also the general

possibility of non-Markov ‘reputational’ equilibria of the type in Ireland (1997). For this reason

we cannot compactly state a general set of necessary optimality conditions. We do know that

current policymakers are never directly concerned about the impact of their choices on past

expectations, so the ∂gr(x(h,t),ε)
∂xi(h,t)

terms for r ≥ 1 in the first order conditions characterising

commitment (4) will certainly not feature in any optimality conditions for discretion. This

generally makes equilibrium discretionary outcomes undesirable to policymakers in every time

1The superscript is as before the time period within which options are being assessed, whilst the time

argument of the function denotes the period for which the assessment is being made. Since the defining

characteristic of discretionary choice is that decisions are taken by contemporaneous policymakers subject to

future responses, there is no natural value to attach to xtd (h, s) when s > t.
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period.

2.3 Commitment

The commitment approach assumes that the objectives of future policymakers can be amended

in such a way that their preferences and policy actions cohere with those desired by the poli-

cymaker at time 0. Marcet and Marimon (1998) assume that this can be done contractually,

with the period s policymaker legally obliged to maximise a welfare objective V c0s that in-

corporates a concern for honouring past promises. The objective of the policymaker at time

s > 0 is thus changed to:

V c0
s = Ws +

min{s,T}∑

r=1

T∑

t=0

β−rλg(h\r, s− r)

∫

H∞

gr+t(x(h
′, s+ t), ε)dFt (h

′|h) , (5)

for the given history h realised up to time s. The lagged multipliers λg(h\r, s−r) are held equal

to the values they were assigned when previously optimising in period s− r. A comparison of

(5) and (4) shows that repeated implementation of this objective will maximise W0 subject to

all relevant constraints.

We denote by xsc0 (h, s) and xsc0 (h, t) the optimal choices for periods s and t > s made

by the period-s policymaker under the objective V c0s . The contractual approach ensures that

xsc0 (h, t) = xrc0 (h, t) for all t ≥ r, s ≥ 0, so there is coherence between the views of policy-

makers existing in different periods regarding what is the optimal policy. Notice though that

xtc0 (h, t) = x0o (h, t) by construction, so the fact that the policymaker at time t chooses t-dated

variables is really a matter of semantics: to all intents and purposes the time-0 policymaker

sets policy in all periods. This aspect of the commitment approach is questionable. Why is the

policymaker at time 0 uniquely placed to break free from all prior commitments and impose

its will on all future policymakers? Why select xtc0 (h, t) instead of xtc1 (h, t) or x
t
c2 (h, t)?

2.4 Timeless optimality

The timeless perspective method of Woodford (2003) proposes changing the objectives of

all policymakers, including those of the policymaker that exists at time 0. The idea is to

incorporate the impact of current decisions on past constraints as in (5), but so that policy

will be optimal under the preferences of a hypothetical policymaker that existed infinitely long
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ago. Accordingly, the timeless perspective imposes the objective:

V tp
s = Ws +

T∑

r=1

T∑

t=0

β−rλg(h\r, s− r)

∫

H∞

gr+t(x(h
′, s+ t), ε)dFt (h

′|h) , (6)

for the given history h realised up to time s.2 It remains to choose the values of λg(h\r, s− r)

for r > s, which cannot be taken from a previous optimisation problem if time 0 is the first

period in which the timeless perspective is applied. Woodford (2003) makes the choice by

first solving for policy as a function of these multipliers, and then setting them according to

functions of h that are also satisfied by subsequent multipliers.3 This ensures that λg(h, t) =

λg(h, s) = λg(h) for all t, s, and h, thereby making the timeless perspective solution time-

invariant. We denote by xstp (h, s) any policy that solves this problem, as assessed from the

perspective of a policymaker in period s following history h. With xstp (h, t) defined for t > s

as before, we achieve coherence of preferences across different policymakers in the sense that

xstp (h, t) = xrtp (h, t) for t ≥ r, s ≥ 0.

The timeless approach gives no special status to the policymaker at time 0, but it has

other problematic features. The basic time-inconsistency problem is that xro(h, t) �= xso(h, t)

for 0 ≤ r < s ≤ t. However, rather than actively seeking to resolve the conflict between

policymakers existing at different points in time, the timeless perspective proceeds by imposing

the preferences of a policymaker who never actually existed. There is nothing to ensure that

the resulting policy need even be in the ‘Pareto set’ of policies for which it is impossible to

improve the outcome of one policymaker without worsening the outcome of another. Indeed,

Section 4.6 presents a monetary policy problem in which an alternative policy is strictly

preferred to the timeless policy by every policymaker in every period.

Another concern is that the objective function (6) requires inverse discounting of the La-

grange multipliers at the rate β−1. This means that the sum in the objective may not converge

in models where the horizon T of the forward-looking constraints is infinite. Convergence re-

quires that limr→∞ β−rgr(x(h, t), ε) = 0, but in many models the infinite sums relate to net

present values of revenue or utility streams, ensuring that the gr functions are themselves ap-

proximately proportional to βr. Hence the sum may not converge, and the timeless objective

(6) may not be well defined. The participation constraints that feature in the example of

Section 5 present this problem.

2In the commitment problem, if date 0 were in the infinite past then min{s, T} → T , and (5) would indeed

coincide with this.
3A slight problem with this prescription is that there are generally many admissible functions of this form.

Giannoni and Woodford (2002) present a particular criterion that delivers uniqueness.
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2.5 Unconditional optimality

The unconditional optimality method restricts policymakers existing at all points in time to

be concerned only about steady-state outcomes. Such a restriction eliminates the short-term

incentive to capitalise on fixed prior expectations that is at the heart of the time-inconsistency

problem. The method dates back at least to Taylor (1979), and was explored recently by

Damjanovic et al. (2008) and Jensen and McCallum (2010). The proposal is that policy

should maximise the unconditional expectation of the within-period objective criterion in

stochastic steady state, which implies replacing W0 with:

E(W0) ≡
1

1− β

∫

H∞

π(x(h, t), ε)dFu(h). (7)

The expectation in (7) is taken with respect to a steady-state probability distribution Fu

that is defined over Borel subsets of H∞ in a manner consistent with the chosen policy.4

In other words, if policy renders certain values of the endogenous variables more likely in

steady state then Fu endogenously adjusts to reflect this. In general it is also assumed that

the time argument in x(h, t) is redundant, so that the same choice is made regardless of

when a particular history is observed. We denote by xsuo (h, t) the policy desired for period t

by the policymaker at s following history h. The unconditional approach is consistent with

xsuo (h, t) = xruo (h, t) for t ≥ r, s ≥ 0, though it does not guarantee it as preferences are not

well defined out of steady state.

The exclusive focus of the unconditional approach on steady-state outcomes means it is

equivalent to assuming that the policymaker does not discount due to pure time preference.

There is no incentive for optimal policy to distort the steady state in return for more benign

transition dynamics. This implies, for example, that an unconditionally optimal policy in the

Ramsey growth model maximises steady-state consumption rather than following the modified

golden rule. The pure focus of unconditional optimality on steady-state welfare ultimately

proves quite restrictive. In Section 5 we present a simple problem of optimal redistribution

subject to participation constraints for which the ‘unconditionally optimal’ policy cannot be

defined, since steady-state welfare is not bounded.

4Damjanovic et al. (2008) implicitly rule out dependence of x on lags of endogenous variables beyond the

first. This would mean that Fu need only be defined on subsets of E∞ ×X, rather than H∞.
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3 Policymaking behind a ‘veil of ignorance’

This paper shares the idea of the commitment, timeless and unconditional optimality ap-

proaches that preferences should be amended to ensure coherence between the objectives of

policymakers existing at different points in time. We furthermore agree with the timeless

and unconditional optimality approaches that there may be better ways of doing this than

imposing the preferences of the time 0 policymaker on all other policymakers, as the com-

mitment approach does. Where we disagree is about the best way of amending preferences

to ensure that policymakers have coherent objectives. There is plenty of scope for us to dis-

agree, given that it is not obvious what objectives to use if we do not impose the time 0

policymaker’s preferences. The timeless approach suggests adopting the preferences of a hy-

pothetical policymaker that existed in the infinite past, whereas the unconditional optimality

approach constructs new objectives based solely on steady-state outcomes. In neither case

is the normative justification particularly clear. We seek to redress this by proposing a new

approach that has both normative appeal and a number of desirable features that improve

upon existing approaches.

Our proposal attacks the time-inconsistency problem at source. We do this by recognising

that the extent to which xro(h, t) differs from xso(h, t) for t ≥ r, s ≥ 0 is determined solely by

the differing amounts of time that will pass before period t arrives, from the perspective of

policymakers making assessments about period t in different periods r and s. The policymakers

in periods r and s disagree about what is best to do in period t, because the differing amounts

of time before period t arrives mean they face different expectational constraints. The idea

of our approach is to remove the information from which the disagreement flows, i.e., we ask

what happens if policymakers do not know how much time will pass before period t arrives.

The motivation for our approach is taken from Rawls (1971). His theory of justice argues

that institutional design should take place behind a ‘veil of ignorance’ that prevents policy

from being tailored to the particular circumstances of any of its designers. It should be as if

this veil conceals information about the position a person will take in the society whose basic

structures are being determined. For example, it will be as if each designer does not know

where they will be in the distribution of income across individuals. The idea is that removing

information about particular circumstances means that choices must be made on the basis of

more general principles than basic self-interest. In our problem, the particular circumstance

we wish to conceal is the time between the period a given policymaker exists and the period for

which choice is being made. This can be achieved by applying a veil of ignorance to conceal
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information about the passage of time. Given that it is the only source of disagreement,

we expect that denying policymakers knowledge of time should lead to coherence in their

objectives, whilst ensuring that policy is based on the ‘true’ preferences to the greatest extent

possible.

The aim of this paper is to capture what it means to set policy behind a veil of ignorance

that denies policymakers knowledge of time. It is not immediately obvious how this can be

done. A natural restriction is that choices should not be a function of time itself, but policies

that condition on the history of endogenous variables in ways that allow the policymaker to

keep track of time also need to be ruled out. We additionally need to prevent the policymaker

from using initial knowledge about the relative likelihoods of different current and future

histories, because if the policymaker knows that a particular history is more likely to be

observed at one date than another then conditioning policy on that history could effectively

restore the policymaker’s knowledge of time. In general, we assert that the information set of

policymakers must be orthogonal to time, at least insofar as policy choices relate to variables

that feature in expectational constraints.

The outcome of our ‘veil of ignorance’ policy procedure is a desired outcome for period t

for a policymaker assessing policy at s ≤ t. We denote the policy xsR (h, t), with corresponding

desired outcomes of ysR (h, t) in the non-predetermined variables Y and zsR (h, t) in the prede-

termined variables Z. Our task is to characterise this procedure and obtain a desired choice

xsR (h, t) for all h and all t ≥ s ≥ 0.

4 Purely forward-looking models

We begin by considering models with only forward-looking constraints. Whilst this is fairly

restrictive, it sets the scene for the more complex description of ‘veil of ignorance’ policy

in a general setting. The advantage of purely forward-looking models is that the history of

endogenous variables is irrelevant to the constraints of the policy problem, and this simplifies

matters considerably.

4.1 Restricting dependence

The information set of policymakers needs to be orthogonal to time under the veil of ignorance.

An obvious first step is to prevent policy directly conditioning on the time period:

Condition 1 yrR (h, s) = yrR (h, t) for any history h and all s, t ≥ r ≥ 0.
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When Condition 1 is applied, the vector of endogenous variables y no longer depends

directly on the time period and we can write yrR(h) as the optimal choice for the policymaker

in period r following history h. We also need to restrict policy so that it does not depend

on variables from which the passage of time could be indirectly inferred, due to them being

chosen by the policymaker. There is a natural way to do this in models that are purely

forward-looking, because the history of endogenous variables in such models does not affect

the primitives of the policy problem in any way. This means there can be no possible benefit

from allowing policy to react to endogenous variables, except as a means to exploit the time-

specific information that they convey. This is exactly the sort of indirect time dependency we

wish to rule out. The easiest way to prevent it is to require that choice does not condition on

the history of non-predetermined endogenous variables:5

Condition 2 ysR(h, t) = ysR(h
′, t) for any histories h = (hε, hy) and h′ =

(
hε, h

′
y

)
and all

t ≥ s ≥ 0.

We believe this is uncontroversial. The history of endogenous variables in any model is

completely determined by the history of exogenous variables and the policy in place at the time

the endogenous variables were selected. Allowing policy to depend on the reasoning applied by

past institutions would introduce unnecessary arbitrariness. Conditions 1 and 2 together imply

that endogenous variables in purely forward-looking models must be chosen as a function only

of the history of exogenous variables, and the optimal choice for the policymaker in period s

following history hε can thus be denoted ysR(hε).

4.2 History weighting

In almost all cases, imposing Conditions 1 and 2 is not in itself sufficient to make policy

independent of the period in which optimisation takes place. The problem is that the period s

policymaker has knowledge of the initial history hs, and can use it in conjunction with future

histories hr to keep track of time. For example, the policymaker can successively eliminate

the most recent observations from a future history hr until they obtain the initial history

hs. In our earlier notation where h\r − s is the history obtained by deleting the last r − s

observations from h, this must satisfy hr\r − s = hs. The number of observations eliminated

indicates how many periods have passed, because the probability that hr\r−s∗ = hs for some

5We define hy and hz as the histories of control and state variables respectively. Unlike hε, these do not

include contemporaneous entries.
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other date s∗ �= s is zero in a stochastic model featuring continuous random variables. Once

the policymaker can keep track of time, they have an incentive to make policy depend on the

date in which optimisation takes place, even if policy functions themselves are time-invariant.

For example, policy choices will give greater weight to future histories that are more likely

given the initial history hs. The resulting policy would not be behind the ‘veil of ignorance’

in the sense that we have described.

We rule out unwanted history dependence of this type by denying the policymaker knowl-

edge of the particular initial history that prevails at the time optimisation takes place. The

period-s policymaker then has to set policy that optimises over a distribution of initial histories

G(hs) rather than optimising to a known initial history hs.

Ws =

∫

H∞

[
∞∑

t=s

βt−s
∫

H∞

π(x(h, t), ε)dFt−s(h|h
s)

]

dG(hs). (8)

The choice of weighting function G should ensure that observing a particular history conveys

no information about time. Under Condition 2 the policymaker only observes hε, and the

unconditional distribution of exogenous variables F (hε) is the unique weighting function con-

sistent with history being uninformative about time. This restriction fits our perspective that

policy should be set behind a veil of ignorance. It is summarised by:

Condition 3 The policymaker in period s ≥ 0 uses the unconditional distributions of exoge-

nous variables F (hε) as a ‘weighting function’ over initial histories when assessing current and

future policy choices.

In words, the policymaker considers a history hε no more likely to characterise any one

period than another.

4.3 ‘Veil of ignorance’ policy

Taken together, Conditions 1 to 3 imply that the period s policymaker acting behind a veil of

ignorance in a purely forward-looking model assesses outcomes according to the function:

WR
s =

∫

E∞

[
∞∑

t=s

βt−s
∫

E∞
π(y(hε), ε)dFt−s(hε|h

′
ε)

]

dF (h′ε). (9)

This can be maximised subject to (2), which must hold for all possible histories. Appendix

A outlines the mechanics for solving this problem. Defining Lagrange multipliers in the usual
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way, the characteristic first order conditions are:

∂π(y(hε), ε)

∂yi(hε)
= −

T∑

r=0

λg(hε\r)
∂gr(y(hε), ε)

∂yi(hε)
, (10)

which together with the constraint set and complementary slackness conditions are sufficient

to characterise ysR (h, t).

The object on the left-hand side of (10) can be thought of as the ‘direct’ marginal benefit to

the policymaker from changing the value of the criterion function π following history hε. The

sum on the right-hand side collects the shadow costs of this, through the impact on forward-

looking constraints binding under predecessor histories up to the maximum horizon T . The

most notable feature of (10) is the absence of the discount factor β from the terms on the right-

hand side. This implies that the ‘veil of ignorance’ policy equates the direct marginal benefit

of changing endogenous variables in any given time period to the shadow costs of changing

expectations that are also formed in that time period, even though in general the expectations

pertain to outcomes in future periods. This may seem surprising at first, for it appears that the

policymaker is simultaneously varying outcomes in both the present and the future. But on

reflection, from behind the ‘veil of ignorance’ it is equally likely for history hε to occur at time

s as at time s+ r, so marginal changes to policy in response to that history have to be treated

as occurring in both periods at once with equal probability. The time preference structure of

(10) follows from this.6 This contrasts with the commitment approach, where outcomes are

period-specific by design and any expectational effects in first-order conditions reflect changed

constraints in time periods prior to the associated direct effects, thereby yielding ‘inverse

discounting’ in the summation.

4.4 Comparison to timeless optimality

It is useful to compare our ‘veil of ignorance’ policy to the timeless method suggested by

Woodford (2003) and discussed in Section 2.4. In a purely forward-looking model, the first

order conditions for maximising the timeless objective (6) subject to the forward-looking

6That is, if the policymaker is optimising in period s then outcomes are changed with equal probability

in all periods from s onwards. This implies a change to expectations formed in s regarding outcomes in all

periods up to s+T , as well as the ‘direct’ effects accruing in s. Symmetrically, there are direct effects accruing

in s+1, along with changes to that period’s expectations of outcomes at every horizon to s+1+T . The same

is true for s+ 2, and so on. Appendix A shows how the associated first-order condition reduces to (10).
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constraints (2) can be written as:

∂π(y(h, t), ε)

∂yi(h, t)
= −

T∑

r=0

β−rλg(h\r, t− r)
∂gr(y(h, t), ε)

∂yi(h, t)
. (11)

The main difference between (11) and the first order conditions for the ‘veil of ignorance’

policy (10) is the β−r term in the summation on the right hand side. Consistent with the

discussion in Section 4.3, this is because timeless policy allows choice over variables that are

known to be particular to a given time period. What matters when choosing these is the

relative sizes of direct marginal benefits that obtain in period t and the shadow benefits from

relaxing expectational constraints that were binding prior to period t. The direct marginal

benefits accrue at the same time as the variables are changed, whereas the shadow values of

relaxing prior constraints are given a time preference weighting consistent with the period in

which those constraints bind, i.e., r periods ago for some r ∈ {0, ..., T}. The shadow values

of relaxing constraints are therefore ‘inverse discounted’ by a factor β−r relative to the direct

effects.

More subtly, the timeless approach assumes that the shadow values for all periods back to

t−T are always relevant when choosing for period t. This is why there is no min in the upper

limit of the summation in (11), in contrast to the equivalent commitment condition implied

by (4). It reflects the fact that choice is being tailored to the preferences of a policymaker in

the infinite past, to whom all such horizons would indeed be relevant. By contrast, the ‘veil

of ignorance’ approach only considers marginal effects accruing onwards from the period in

which optimisation takes place. The fact that the summation in (10) also runs to T results

from the fact that all future horizons up to s + T are relevant to optimality assessments in

period s, rather than an assumption in the timeless case that all past horizons back to s− T

should be considered.

4.5 Comparison to unconditional optimality

A second point of comparison is the unconditionally optimal approach, described in Section

2.5. In a purely forward-looking model, maximising the unconditional objective (7) subject to

the forward-looking constraints (2) gives first order conditions of the form:

∂π(y(h, t), ε)

∂yi(h, t)
= −

T∑

s=0

λg(h\s, t− s)
∂gs(y(h, t), ε)

∂yi(h, t)
. (12)

This must hold only for Fu-almost all histories h, where Fu is the unconditional steady-state

distribution on H∞ induced by policy. This is quite a limited characterisation of policy,
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since only a relatively small subset of H∞ is likely to be consistent with the steady state.

The policymaker is implicitly indifferent about changes to policy prior to steady-state being

achieved, provided these do not stop Fu from characterising that steady-state. That is, the

policymaker is indifferent about policies after histories with no density under Fu.

In its important details, condition (12) coincides with the first-order condition of our ‘veil

of ignorance’ policy. In particular, its treatment of time preference is identical and there

is no ‘inverse discounting’ in the summation. The rationale behind it is different though.

Unconditionally optimal policy restricts the policymaker to care only about outcomes that

obtain once stochastic steady-state has been achieved, however long it may take to get there.

This means considering marginal changes to policy as if expectations about future outcomes

are changed at the same time as contemporary outcomes. This is what it means to vary the

steady state of the model, and thus is an implication of the focus on steady-state welfare.

The ‘veil of ignorance’ approach instead imposes that the policymaker must treat outcomes

as if direct and expectational effects are induced simultaneously, as a consequence of the

policymaker being denied knowledge of when outcomes are to occur.

The ‘veil of ignorance’ approach induces an ‘unconditionally optimal’ stochastic steady

state immediately in purely forward-looking models, but note that any policy ultimately re-

sulting in the same steady state is considered equally good under the unconditional objective.

This includes policies that depend on lagged endogenous variables, and policies that induce

convergence to the steady state only in the limit as time tends to infinity. This seems a

considerable disadvantage of the unconditionally optimal approach.

4.6 Example

A monetary policy problem in the linearised New Keynesian model provides a suitable setting

to illustrate how the ‘veil of ignorance’ policy differs from other approaches in purely forward-

looking models. The policy problem is to minimise an objective function defined over inflation

and output, subject to the constraint of a purely forward-looking New Keynesian Phillips

curve. We assume that the market power of firms is not corrected by any output subsidy, so

output tends to be below the socially efficient level. This gives the policymaker an incentive

to stimulate output, even at the cost of some inflation. We work with a purely deterministic

model to make the analysis as simple as possible.

The preferences of the policymaker at time 0 are defined over inflation π (h, t) and output
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y (h, t):

1

2

∞∑

t=0

βt
[
π (h, t)2 + ω(y (h, t)− y∗)2

]
, (13)

where the target level of output y∗ is strictly positive. The policymaker has discount factor β

and places weight ω on deviations of output from its target level. The model is deterministic, so

there is no expectations operator and the history vector h relates only to endogenous variables.

The conventional New Keynesian Phillips curve provides a purely forward-looking constraint:

π (h, t) = βπ (h′, t+ 1) + γy (h, t) , (14)

where γ is the slope of the Phillips curve conditional on forward-looking expectations and h′

is the history {h, π (h, t) , y (h, t)}.

Policy Inflation Output Per period loss

Discretion γ

1−β+γ2

ω

y∗ 1−β

1−β+γ2

ω

y∗
γ2
(
1+γ2

ω

)

(
1−β+γ2

ω

)2 y
∗2

Commitment ω
γ
(1− φ) y∗φt y∗φt+1

[(
ω
γ
(1− φ)φt

)2
+ ω (φt+1 − 1)

2

]
y∗2

Timeless 0 0 ωy∗2

‘Veil of ignorance’ (1−β)γ

(1−β)2+γ2

ω

y∗
(1−β)2

(1−β)2+γ2

ω

y∗ γ2

(1−β)2+γ2

ω

y∗2

Table 1: Inflation and output at all points of time

under discretion, commitment, timeless and ‘veil of ignorance’ policies

Values of inflation and output under discretion, time-0 commitment, timeless perspective

and ‘veil of ignorance’ policy are presented in Table 1. We assume a Markov-stationary

discretionary equilibrium, meaning that endogenous variables can only be conditioned on the

model’s state vector and exogenous shocks. Since in this model there are no state variables

and shocks, this implies that the discretionary choices ytd (h, t) and πtd (h, t) must be scalars

independent of h and t. A standard ‘inflation bias’ result follows and πtd (h, t) is suboptimally

high. The time-0 commitment choices ytc0 (h, t) and πtc0 (h, t) involve a substantial initial
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inflation that stimulates output closer to its target, followed by a gradual decline in both

inflation and output to zero at rate φ < 1.7 The timeless perspective implements the long-run

commitment outcome immediately, with zero inflation and output in all periods.

Since this is a purely deterministic forward-looking model, the ‘veil of ignorance’ policy in

period s ≥ 0 defines the time-invariant levels of inflation and output ysR and πsR that would be

best to implement from period s onwards in perpetuity. Consistent with our aim of achieving

coherence between policymakers existing in different periods, Table 1 shows that these choices

are independent of s. The ‘veil of ignorance’ policymaker selects a positive level of inflation

that is nonetheless strictly lower than the discretionary outcome. The policy internalises the

reaction of forward-looking expectations to policy, but unlike in the commitment case it is not

possible to exploit the fixity of past expectations at time 0 and tailor a distinct policy to each

time period. This is because the policymaker has no knowledge of time to exploit.

The ‘veil of ignorance’ policy has desirable properties when compared with the discre-

tion and timeless approaches.8 Specifically, it dominates both the discretionary and timeless

policies in a Pareto sense, because policymakers assessing outcomes under Ws would strictly

favour a switch from either policy to the ‘veil of ignorance’ policy for all s ≥ 0. To see this,

note that the per-period loss under all three approaches is constant since endogenous variables

themselves take constant values. Simple algebraic manipulations show that the per period loss

is greater under either the discretion or timeless policy, so the ‘veil of ignorance’ policy Pareto

dominates.9 The fundamental time inconsistency problem is that policymakers in different

periods disagree about what it is best to do in any given set of circumstances, but this does

not preclude agreement about what might be better to do. It is questionable to pursue the

timeless approach when a policy exists that is Pareto superior in this way. More generally, it

is straightforward to show that our ‘veil of ignorance’ policy will always be best among the

set of time-invariant choices in purely deterministic forward-looking models such as this, see

7It can be shown that φ ≡
1+β+γ2

ω
−

√(
1+β+γ2

ω

)
2

−4β

2β .
8We do not compare with unconditionally optimal policy, since the ‘veil of ignorance’ policy is uncondi-

tionally optimal in purely forward-looking models, as discussed in Section 4.5.

9The loss under the ‘veil of ignorance’ policy can be written as
γ2

ω

(1−β)2+γ2

ω

ωy∗2, which by inspection is

less than the loss ωy∗2 with the timeless policy. The loss under the ‘veil of ignorance’ is similarly less

that under discretion because γ2

(1−β)2+γ2

ω

y∗2 <
γ2
(
1+γ2

ω

)

(
1−β+γ2

ω

)
2 y
∗2 for all parameter values. To verify this, note

that the denominators in the fractions on each side of the inequality are positive so the requirement is

that
(
1− β + γ2

ω

)2
<
(
1 + γ2

ω

)(
(1− β)2 + γ2

ω

)
. After multiplying out and cancelling terms, this reduces

to 2(1− β) < 1 + (1− β)2, or β2 > 0.
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Section 5.6.10

The ‘veil of ignorance’ policy by construction leads to greater losses than the commitment

policy from the perspective of a policymaker setting policy at time 0. However, this is not

necessarily true for a policymaker setting policy at time t > 0, since under the commitment

policy they have to honour promises made prior to them being called on to set policy. The

closer time is to 0 the more likely that the commitment policy will dominate, but as time

passes there will come a point after which all policymakers would prefer the ‘veil of ignorance’

policy. Figure 1 shows a simple numerical example with β = 0.95, γ = 0.024, ω = 0.048

and y∗ = 0.2 where the commitment policy dominates for only the first 7 periods. The figure

plots the value of the objective function (13) on the vertical axis from the perspective of

a policymaker setting policy in time t ≥ 0 on the horizontal axis. The ‘veil of ignorance’

policy is invariant to t so losses do not depend on when the policymaker is setting policy.

The commitment policy dominates for those policymakers called on early, but leads to greater

losses for all those setting policy later on.
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Figure 1: Losses under commitment and veil of ignorance policies

from perspective of policymaker setting policy at time t

5 General models

The general model features both forward and backward looking constraints. In this case, it

is usually desirable to condition policy on the lagged values of predetermined variables, since

10Although it is not the focus of our paper, it is worth noting that the Pareto ranking of the discretion and

timeless policies in the model is ambiguous. Dennis (2010) provides an in-depth discussion of this issue.
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these affect the constraint set faced by the policymaker. This needs to be done in a manner

consistent with our general principle that the ‘veil of ignorance’ policy should be based on

information orthogonal to time, at least insofar as knowledge of time would otherwise cause

disagreement among policymakers who exist in different time periods.

The main problem in the general model is that the lagged values of predetermined variables

are themselves outcomes of purposive policy choice. In principle, a policymaker could always

plan to set them in a way that allowed some inference about time for any given initial weighting

structure. Unlike the distribution over E∞, the distribution over the predetermined variables

is not one of the model’s fundamentals, so if lagged predetermined variables are to be included

in the information set then imposing a particular weighting structure ex ante is no longer

guaranteed to ensure orthogonality of the information set with respect to time. Orthogonality

could always be confounded by subsequent policy choices.

To overcome the problem, we exploit the fact that policymakers in different periods only

disagree about the appropriate choices for non-predetermined variables. If a model does not

feature non-predetermined variables then there are no expectational constraints, and prefer-

ences are coherent in the sense that xso (h, t) = xro (h, t) for all t ≥ r, s ≥ 0. So, if we choose

the predetermined variables distinctly from the non-predetermined variables, then the choice

of predetermined variables ought not to imply disagreement, provided that the realisations

of the non-predetermined variables are treated as exogenous to this choice. Equally, if the

non-predetermined variables are chosen under the assumption that the predetermined vari-

ables evolve according to an exogenously fixed probability distribution over time, then we

should in principle be able to extend the ‘history weighting’ procedure to choices of the non-

predetermined variables that condition on both hε and the lagged predetermined variables z.

This will ensure that the policymaker cannot infer time when choosing those variables that

are subject to a time-inconsistency problem.

We proceed by dividing up the choice process and defining separate problems for choosing

the predetermined and non-predetermined variables. The non-predetermined variables will be

chosen from the perspective of period s according to a function ysR (hε, z), with y
s
R : E

∞×Z →

Y . The second argument of the function relates to the realised values of lagged predetermined

variables. This choice problem will treat the realisation of the states of the world (hε, z)

as a stochastic process, and will hold the predetermined variables constant for each (hε, z)

pair. The predetermined variables for period t will be chosen from the perspective of period

s according to a function zsR (hε, zs−1, t), with zsR : E
∞ × Z × Z\ {0, ..., s− 1} → Y . hε is
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the history of exogenous variables up to period t; zs−1 is the lagged vector of predetermined

variables at the start of time. This choice will be made subject to a given ysR (hε, zs−1, t)

function. The realisation of this function at each horizon will be entirely independent of the

choice of zsR (hε, zs−1, t), ensuring that the basic time-consistency of ‘backward-looking’ choice

will not be undermined by an incentive to influence expectations.11

5.1 Restricting dependence

The first task is to formally define the set of variables upon which policy can depend. We

assume that Conditions 1 and 2 continue to apply, so we can write ysR (hε, hz) as the desired

outcome for the non-predetermined variables in period t on the part of a policymaker assessing

outcomes in period s ≤ t. Moreover, only the most recent lag of the endogenous variables

affects the constraints of the model, so we can further rule out dependence on irrelevant past

choices:

Condition 4 ysR(h, t) = ysR(h
′, t) for any histories h = (hε, hy, hz) and h

′ = (hε, hy, h
′
z) such

that hz and h′z do not differ in their last entry, and all t ≥ s ≥ 0.

Together with Conditions 1 and 2, this implies that we can write the function for non-

predetermined variables as ysR(hε, z).

There is no intrinsic time-inconsistency problem when choosing the predetermined vari-

ables, but we need to ensure that this choice treats the non-predetermined variables as ex-

ogenous for every stochastic contingency. This means choosing outcomes that are measurable

with respect to the exogenous state of the world, i.e., the initial state vector and the evolution

of history from the initial period onwards. Realisations of the non-predetermined variables can

then be treated as exogenous and measurable with respect to the same space when choosing

the predetermined variables. Hence we impose:

Condition 5 zsR(h, t) = zsR(h
′, t) for all t ≥ s ≥ 0 and any histories h = (hε, hy, hz) and

h′ =
(
hε, h

′
y, h

′
z

)
such that hz and h′z do not differ in their entries corresponding to period

s− 1.

11This would not be the case if the ‘backward-looking’ problem were defined instead on the same evaluative

space as the ‘forward-looking’ problem, i.e. E∞ × Z. This is because changes to any zsR (hε, z) function so

defined would change the relative likelihood of future realisations of the (hε, z) pair, and thus render more or

less likely the responses implied by the associated ysR (hε, z). Choosing the predetermined variables would be

an indirect way to choose the non-predetermined variables. We need the likelihood of different points in the

evaluative space itself to be independent of choice at all horizons.
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Condition 5 implies that we can express as zsR (hε, zs−1, t) the predetermined variables

desired for period t by a policymaker assessing outcomes in period s ≤ t. Note that we

achieve coherence between policymakers in choice over Z if zsR (hε, z
r
R (hε, zr−1, s− 1) , t) =

zrR (hε, zr−1, t) for all r < s ≤ t.

5.2 Linking the choice problems

The proposal is that the non-predetermined and predetermined variables should be determined

by separate choice problems. The non-predetermined variables are chosen according to some

function ysR (hε, z), under the assumption that the predetermined variables evolve according to

some exogenous statistical model. The predetermined variables are set for period t according

to a function zsR (hε, z−1, t), under the assumption that the non-predetermined variables are

fixed in advance for each (hε, z−1, t) triple. The two choice problems are subject to a common

set of constraints, which restricts the joint choices that can we made. We therefore need

an appropriate way of incorporating the common constraints into the choice problems. Our

approach adapts the Lagrangian method, by attaching the same state-contingent shadow value

to marginal relaxations of a given constraint in both problems, irrespective of whether the

choice is for non-predetermined or predetermined variables. The method to do this is specified

below, but an important implication is that multipliers must feature in any representation of

the problems that determine choice of non-predetermined and predetermined variables. A

separate problem can then be defined to characterise these multipliers.

5.3 History weighting

With multipliers duly included, the ‘forward-looking’ policy problem in period s takes the

form:

max
y(hε,z)

∞∑

t=s

βt−s
∫

E∞×Z

∫

E∞×Z

{π(x(hε, z), ε)

+ λg(hε, z)
T∑

r=0

∫

E∞×Z

gr(x(h
′
ε, z

′), ε′)dGr(h
′
ε, z

′|hε, z)

+ λm(hε, z)m(x(hε, z), z, ε)} dGt−s(hε, z|h
′′
ε , z

′′)dG(h′′ε , z
′′) (15)

subject to a given function for the predetermined variables z(hε, z), given functions for the

Lagrange multipliers λg(hε, z) and λm(hε, z), some set of time-specific conditional distributions

Gs(hε, z|h
′
ε, z

′), and a weighting function over the initial information set G(hε, z). We need to
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assign values to these distribution functions in a manner consistent with our ‘veil of ignorance’

perspective.

In the purely forward-looking case, it was appropriate to use the unconditional distribution

of exogenous variables F (hε) as the weighting function over initial histories G(hε), and use

the exogenous conditional distributions Fs(hε|h
′
ε) as the time-specific conditional distributions

Gs(hε|h
′
ε). Following identical reasoning, we retain these aspects to weight initial histories of

the exogenous variables in the general case when policy can also depend on predetermined

variables. It remains to characterise the weighting function over the initial values of the

predetermined variables G(z|hε), and the associated conditional distributions Gs(z|hε, h
′
ε, z

′).

This weighting function should ideally satisfy:

1. Stationarity: Any given (hε, z) pair should be considered equally likely to occur in all

periods, so that the ‘forward-looking’ policymaker is unable to infer anything about time

from knowledge of (hε, z).

2. Agreement: The function z (hε, z) should agree with the choice of conditional distrib-

utions, in the sense that Gs (z
′|h′ε, hε, z) places positive probability mass only on those

combinations of predetermined variables that can occur after applying z (hε, z) for s

successive time periods, from an initial history (hε, z) with shocks evolving according to

h′ε.

3. Full support: The weighting function G (hε, z) should have full support on the space

E∞ × Z, otherwise choice in some regions of that space could be made completely

arbitrarily, at no cost under the assumed objective.

These requirements are generally mutually inconsistent. For example, if a policy induces

convergence to a stochastic steady state then we can have stationarity and agreement, but not

full support. To see this, note that the only weighting function consistent with stationarity

and agreement is one that places positive probability weight only on initial histories (hε, z)

that are consistent with the economy being in stochastic steady state. This means there is a

unique z for every hε. The absence of probability weight on other initial histories violates the

requirement of full support. If full support is required, there is a problem in that it is more

likely a policymaker will observe predetermined variables away from steady state the earlier

is the time period. The only situation in which this does not arise is when all variables are

assumed to start at the steady state with certainty, an assumption that is not very useful

when formulating appropriate policy for the transition to steady state.
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We can only satisfy two of the three requirements. Stationarity is essential, given our

aim is to deny policymakers knowledge of time and ensure that time is orthogonal to the

policymaker’s information set. As we want our method to be useful for policy purposes, we

also want to satisfy full support and derive optimal strategies for the complete space E∞×Z.

We therefore drop the requirement for agreement. This implies a forced separation when

choosing the non-predetermined variables, in that the stochastic model assumed to govern

the evolution of lagged predetermined variables will not typically be in agreement with the

contemporaneous response of predetermined variables implied by the policy function z (hε, z).

Condition 6 summarises the restrictions we place on the weighting function and associated

conditional distributions. It implies Condition 3 as a special case when the model is purely

forward-looking.

Condition 6 When choosing ysR (hε, z), the policymaker in period s ≥ 0 uses a ‘weighting

function’ G and associated conditional distributions Gt−s that satisfy:
∫

E∞×Z

∫

E∞×Z

v (hε, z) dGt−s (hε, z|h
′
ε, z

′) dG (h′ε, z
′)

=

∫

E∞×Z

∫

E∞×Z

v (hε, z) dGr−s (hε, z|h
′
ε, z

′) dG (h′ε, z
′) , (16)

for all t, r ≥ s and all functions v : E∞ × Z → R, when assessing current and future policy

choices for the non-predetermined variables. When considering the marginal components of

these distributions over E∞ alone, they apply the weighting function G (A) = F (A) for all

A ⊆ E∞, and the conditional distributions Gt−s (A|hε, z) = Ft−s (A|hε) for all t ≥ s, all

(hε, z) ∈ E
∞ × Z and all A ⊆ E∞.

5.4 Choice problems

The policy problem (15) under Condition 6 can be rewritten as:

max
y(hε,z)

(1− β)−1
∫

E∞×Z

{π (x (hε, z) , ε)

+
T∑

r=0

λrg (hε, z) gr (x (hε, z) , ε)

+λm (hε, z)m (x (hε, z) , z, ε)} dG (hε, z) , (17)

where we define:

λrg (hε, z) ≡

∫

Z

λg (hε\r, z
′) dG−r (z

′|hε\r, hε, z) .
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The conditional distribution G−r (z
′|hε\r, hε, z) is the probability that the predetermined vari-

ables r periods ago had values z′, given contemporary values for the lagged predetermined

variables z and a current shock history hε, under distribution functions that are consistent

with Condition 6.

The Lagrange multiplier function λrg (hε, z) is the aggregate shadow value of relaxing ex-

pectational constraints across all possible prior states of the world. We ensure consistency

in policymaking by using the same function in both the policymaker’s forward and backward

looking problems. By seeking consistency only with respect to this aggregate multiplier func-

tion, we have that optimal choice under (17) is invariant to the choice of G.12 The object under

the integral can be maximised piecewise for each (hε, z), irrespective of the precise weighting

function applied. In this way, we prevent policy from being affected by our need to specify Gs

functions that are not necessarily in agreement with z (hε, z). This would not be the case if

consistency were to be required with respect to the individual Lagrange multiplier functions

λg (hε\r, z
′), holding G−r (z

′|hε\s, hε, z) fixed.

The choice of predetermined variables is not affected by a time-inconsistency problem, so

there is no need for further informational constraints on the ‘backward-looking’ problem. The

problem assessed in period s is:

max
z(hε,zs−1,t)

∞∑

t=s

βt−s
∫

E∞
{π (x (hε, zs−1, t) , ε)

+ λg (hε, zs−1, t)
T∑

r=0

∫

E∞
gr (x (h

′
ε, zs−1, t+ r) , ε′) dFr (h

′
ε|hε)

+λm (hε, zs−1, t)m (x (hε, zs−1, t) , z (hε\1, zs−1, t− 1) , ε)} dFt−s (hε|h
′′
ε) , (18)

subject to initial conditions (h′′ε , zs−1), a given function for the non-predetermined variables

y(hε, zs−1, t), given Lagrange multiplier functions λg(hε, zs−1, t) and λm(hε, zs−1, t), and the

exogenous time-specific conditional distribution over E∞, Ft(hε|h
′
ε).

The Lagrange multiplier functions need defining in a way that guarantees the constraints

of the model will always be satisfied. We state the problem these multipliers solve using their

representation in the ‘backward-looking’ policymaker’s problem, i.e., as functions of the triple

(hε, zs−1, t). Their representation as functions of (hε, z) in the ‘forward-looking’ problem then

follows by an appropriate mapping. The Lagrange multiplier functions λg (hε, zs−1, t) and

12This is true provided the G function has full support on E∞ × Z.
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λm (hε, zs−1, t) solve the following problems:

min
λg(hε,zs−1,t)≥0

λg (hε, zs−1, t)
T∑

r=0

∫

E∞
gr (x (h

′
ε, zs−1, t+ r) , ε′) dFr (h

′
ε|hε) , (19)

min
λm(hε,zs−1,t)≥0

λm (hε, zs−1, t)m (x (hε, zs−1, t) , z (hε\1, zs−1, t− 1) , ε) . (20)

5.5 Defining a solution

Definition 7 ‘Veil of ignorance’ policy in period s is characterised by the functions: y (hε, zs−1, t),

y (hε, z), z (hε, zs−1, t), z (hε, z), λm (hε, zs−1, t), λm (hε, z), λg (hε, zs−1, t) and
{
λrg (hε, z)

}T
r=0

,

if and only if:

1. (a) y (hε, z) solves (17), given z (hε, z), λm (hε, z) and
{
λrg (hε, z)

}T
s=0

.

(b) z (hε, zs−1, t) solves (18), given y (hε, zs−1, t), λm (hε, zs−1, t) and λg (hε, zs−1, t).

(c) λg (hε, zs−1, t) solves (19), given y (hε, zs−1, t) and z (hε, zs−1, t).

(d) λm (hε, zs−1, t) solves (20), given y (hε, zs−1, t) and z (hε, zs−1, t).

2. The following equivalences hold for all (hε, zs−1, t) ∈ E∞ × Z × Z\ {0, ..., s− 1} and all

r ∈ {0, ...,min {t− s, T}}:13

(a) y (hε, zs−1, t) = y (hε, z (hε\1, zs−1, t− 1)).

(b) z (hε, zs−1, t) = z (hε, z (hε\1, zs−1, t− 1)).

(c) λrg (hε, z) =
∫
Z
λg (hε\r, zs−1, t) dG−r (z (hε\ (r + 1) , zs−1, t− 1) |hε\r, hε, z) for some

distribution function G−r (z
′|hε\r, hε, z) that agrees with z (hε, z).

(d) λm (hε, zs−1, t) = λm (hε, z (hε\1, zs−1, t− 1)) .

Part 1 states the problems that the policy and multiplier functions solve, whilst Part 2 en-

sures consistency across the different representations of these functions in the different policy

problems. 2(c) is the most complex element. As discussed in Section 5.4, it states that the

aggregate shadow values associated with relaxing past expectational constraints must be equal

when choosing both the non-predetermined and predetermined variables. The aggregate in the

‘backward-looking’ problem can be established under a model-consistent distribution function

without jeopardising our ‘veil of ignorance’ perspective, because there is no need to make time

13We normalise z (hε\1, zs−1, s− 1) ≡ zs−1 where appropriate.
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orthogonal to the information set when solving for the predetermined variables. Stationarity in

particular is not an issue as it is imposed when solving for non-predetermined variables solely

to prevent inference about time. The conditional distribution function G−r (z
′|hε\r, hε, z) pro-

vides an appropriate weighting over multipliers featuring in the ‘backward-looking’ problem,

which can be equated to the corresponding aggregate in the ‘forward-looking’ problem.

5.6 ‘Veil of ignorance’ policy

The detailed derivation of the ‘veil of ignorance’ policy in general models is presented in

Appendix B. A consolidated first order condition characterises the ‘veil of ignorance’ policy as

the desired outcome for a generic non-predetermined or predetermined variable xi, as assessed

by the policymaker in any time period for any time period:

∂π(x(hε, z), ε)

∂xi(hε, z)
+

T∑

r=0

λrg(hε, z)
∂gr(x(hε, z), ε)

∂xi(hε, z)

+ λm(hε, z)
∂m(x(hε, z), z, ε)

∂xi(hε, z)

+ β

∫

E∞
λm(h

′
ε, z (hε, z))

∂m(x(h′ε, z(hε, z)), z(hε, z), ε
′)

∂xi(hε, z)
dF1 (h

′
ε|hε)

= 0. (21)

The first order condition is time-invariant, reflecting the orthogonality of time imposed when

choosing the non-predetermined variables and the time-consistency of choice for the predeter-

mined variables. This implies xsR (h, t) = xrR (h, t) for all s, r ≤ t, and all policymakers agree

on the appropriate policy for each period.

There is asymmetry in the discounting structure of the first order condition for the ‘veil of

ignorance’ policy. There is no inverse discounting associated with forward-looking constraints,

for the same intuitive reasons as were discussed in the purely forward-looking case. With no

knowledge about when a particular history will occur, the policymaker compares the direct

marginal benefit of changing variables at date t to the shadow values of changing variables at

some future date t+ s. There is, however, discounting associated with the backward-looking

constraints. Policymakers in all time periods know that changes to the predetermined variables

cannot have a contemporaneous effect on past values of the predetermined variables; they can

only influence the second argument of the m function with a lag. This contrasts with changes

to expected future policy, which influence expectational constraints immediately. Discounting

is therefore retained when determining optimal choices for the predetermined variables, but
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not when choosing the non-predetermined variables. This treatment of backward-looking con-

straints is desirable, because it ensures that ‘veil of ignorance’ policy coincides with standard

optimal policy in purely backward-looking models, for which no time-inconsistency problem

arises.

5.7 Comparison to other approaches

The ‘veil of ignorance’ policy is unique in its asymmetric treatment of forward and backward

looking constraints. The commitment and timeless perspective approaches discount both

backward and forward looking constraints, consistent with the first order optimality condition

(4). The unconditional optimality approach discounts neither, because of its exclusive focus

on the long run stochastic steady state. More generally, the ‘veil of ignorance’ policy is the

only approach to satisfy the following four properties:

1. Time-invariance: xsR (h, t) is independent of t for all t ≥ s.

2. Position-invariance: xsR (h, t) is independent of s for all s ≤ t.

3. Optimal time-invariant outcome in deterministic purely forward-looking models: xsR (h, t)

always takes the best constant value in this setting.

4. Appropriate limit in purely backward-looking models: xsR (h, t) always takes the optimal

value in this setting.

Of the other policies considered in this paper, the time 0 optimal policy xso (h, t) only

satisfies property 4, the ‘contractual’ time 0 commitment policy satisfies properties 2 and 4,

the timeless perspective satisfies properties 1, 2 and 4, and unconditionally optimality satisfies

properties 1, 2 and 3. Discretionary policy xsd (h, t) is not well defined when s �= t, and may

not be uniquely defined even when s = t. Nonetheless, whilst discretionary policy will satisfy

property 4, it almost always violates property 3. There is nothing uniquely desirable about

the ability of the ‘veil of ignorance’ policy to satisfy these four properties, but we consider it

a virtue that it does.

The next example shows that there are also important limits to the implementability of

both the timeless perspective and unconditionally optimal approaches. Broader applicability

is a further benefit of our approach.
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5.8 Example

We illustrate the properties of the ‘veil of ignorance’ policy in the general case using a simple

model of redistributive social insurance. The problem is adapted from Marcet and Marimon

(1992) and Kocherlakota (1996), and involves a utilitarian policymaker redistributing con-

sumption goods across agents. The policymaker is subject to ‘forward-looking’ constraints, in

that agents will opt out of the insurance scheme if at any time they consider themselves better

off leaving and living in autarky for the rest of their lives. The ‘backward-looking’ constraints

arise because the policymaker can save and accumulate resources, subject to an intertemporal

budget constraint.

There are N infinitely-lived agents in the economy, each endowed with a stochastic income

stream through time. The income of agent n in period t is yn(t) ∈ Υ. A social planner has

weighted-utilitarian preferences across the welfare of these agents, with an objective at time

s given by:

Ws =
N∑

n=1

αnUns , (22)

where Uns , the welfare of agent n in period s, is a standard function of agent n’s consumption:

Uns =
∞∑

t=s

βt−s
∫

H∞

u (cn (h, t)) dFt−s (h|h
′) . (23)

cn : H∞ × Z → R+ is the consumption of agent n at time t following history h; u : R+ → R

is a within-period utility function that is continuously differentiable and concave.

The planner must allocate income to the different agents, subject to the ‘forward-looking’

constraints that agents have the option of permanently leaving the insurance scheme and

consuming under autarky in perpetuity. To prevent agents leaving, the planner must ensure

that every agent in every period anticipates a higher utility from staying than leaving. The

participation constraint for each n and all h, t is thus:

Unt ≥
∞∑

r=t

βr−t
∫

Υ

u (yn(t)) dFr−t (y
n(t)|h) . (24)

This implies time inconsistency, because the best level of utility to promise agent n at time

r > t to prevent them leaving is likely to be different when comparing assessments made in

periods r and t. By the time period r arrives, the t-dated participation constraint is no longer

a concern and the policymaker faces a different set of constraints.
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The planner allocating income to different agents is allowed to save and accumulate re-

sources by purchasing real bonds, subject to a ‘backward-looking’ aggregate intertemporal

budget constraint for all t:

N∑

n=1

yn(t) +B (h\1, t− 1) ≥
N∑

n=1

cn (h, t) +R−1B (h, t) . (25)

R ∈ R++ is an exogenous, constant real interest rate, and B : H∞×Z→ R gives the quantity

of bonds purchased for the next period as a function of history and time. An additional

transversality condition rules out Ponzi schemes and ensures dynamic solvency.

5.8.1 Commitment policy

The character of optimal commitment policy is well known in this model.14 The ratio of

marginal utilities between agents m and n evolves over time according to:

u′ (cn (h, t))

u′ (cm (h, t))
=
αm + µm (h, t)

αn + µn (h, t)
, (26)

where the agent-specific cumulative multiplier µn (h, t) is defined as:

µn (h, t) ≡
t−s∑

r=0

λnP (h\r, t− r) , (27)

and λnP (h, t) ≥ 0 is the multiplier on constraint (24) in period t. The cumulative multiplier

has a recursive representation for t > s:

µn (h, t) ≡ µn (h\1, t− 1) + λnP (h, t) (28)

The term αn + µn (h, t) corresponds to agent n’s ‘Pareto weight’ in the within-period

allocation problem. An important feature of the commitment solution is that these weights

are non-stationary and non-decreasing. To see this, suppose the solution involves participation

constraints binding with non-zero probability for all agents in all periods.15 As time progresses,

the policymaker’s underlying preference weights {αn}Nn=1 then have less and less impact on

within-period distributions, which instead are dominated by a need to make good on past

14See Chapter 19 of Ljungqvist and Sargent (2004) for a textbook treatment.
15This can only be the case if the exogenous real interest rate satisfies R < β−1. In models where R = β−1

and Υ has a maximal element that is drawn with non-zero probability, there is no need for further adjustments

to the Pareto weight of an agent once they draw the maximal income. Ljungqvist and Sargent (2004) give

more details.
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utility promises. This ‘tyranny of the past’ is a direct result of the time preference weighting

that the commitment solution applies.

A further implication of the commitment solution is that the policymaker over-saves relative

to the first best. The commitment policy implies:

u′ (cn (h, t)) = βR

∫

H∞

αn + µn (h′, t+ 1)

αn + µn (h, t)
u′ (cn (h′, t+ 1)) dF1 (h

′|h) . (29)

Since αn + µn (h′, t+ 1) > αn + µn (h, t) in all t + 1 histories for which the participation

constraint binds, we have that:

u′ (cn (h, t)) > βR

∫

H∞

u′ (cn (h′, t+ 1)) dF1 (h
′|h) , (30)

and the marginal utility of consumption at time t is sub-optimally high whenever there is some

risk of the participation constraint for agent n binding in period t+ 1. This implies that the

policymaker is over-saving.

5.8.2 ‘Veil of ignorance’ policy

We solve for the ‘veil of ignorance’ policy in Appendix C. As in the commitment case, the

ratio of marginal utilities between agents must equal the ratio of augmented Pareto weights:

u′ (cn (hε, B))

u′ (cm (hε, B))
=
αm + µm (hε, B)

αn + µn (hε, B)
, (31)

where the notation reflects the restriction of dependence to the history of the income vector

across agents, the history of real interest rates, and the inherited stock of real bonds B.

However, the equation defining the agent-specific cumulative multiplier µn is now:

µn (hε, B) =
∞∑

r=0

βrλ
n,r
P (hε, B) , (32)

which has the recursive representation:

µn (hε, B) ≡ βµn
(
hε\1, B

−1 (hε, B)
)
+ λ

n,0
P (hε, B) , (33)

with B−1 (hε, ·) the inverse of the policy function for bonds B (hε\1, ·).
16 The agent-specific

cumulative multiplier µn (hε\1, B
−1 (hε, B)) is the counterpart to µn (h\1, t− 1) in (28), a

16The inverse policy function satisfies B
(
hε\1, B

−1 (hε,B
′)
)
= B′ for all (hε, B

′) ∈ E∞ × R. That is,

B−1 (hε, B) gives the prior stock of bonds required for B to be chosen when the shock history is hε\1. To ease

notation, we assume this inverse is uniquely defined.
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lagged value attached to the shadow cost of varying expectational constraints under predeces-

sor histories.

The important difference between ‘veil of ignorance’ and commitment policies is the pres-

ence of β in the recursive representation (33). This means that the Pareto weights are station-

ary in the corresponding within-period problem. Any adjustments to the Pareto weights made

to incentivise an agent to remain in the insurance scheme will therefore decay over time. The

Pareto weights retain a non-negligible link to the ‘fundamental’ weights {αn}Nn=1, regardless

of the number of times an individual has seen their participation constraint bind.

The first-order condition for bond holdings under the ‘veil of ignorance’ policy is:

u′ (cn (hε, B)) = βR

∫

E∞

αn + µn (h′ε, B (hε, B))

αn + µn (hε, B)
u′ (cn (h′ε, B (hε, B))) dF1 (h

′
ε|hε) . (34)

Although the first order condition is identical in form to that under commitment (29), the µn

weights now decline through time and we can no longer assert that αn + µn (h′ε, B (hε, B)) ≥

αn + µn (hε, B). This means it is quite possible that the policymaker will induce a consump-

tion path that is relatively ‘front-loaded’. We also have that bond holdings will be constant

whenever R = β−1 and the population of agents is sufficiently large to make aggregate risk

negligible. This contrast with the commitment policy, where the policymaker always has an

incentive to accumulate additional bonds.

5.8.3 Alternative approaches

The timeless policy is not defined in this example. The problem is that it requires policy to

maximise the objective of a policymaker who existed in the infinite past, but a policymaker

from the infinite past has had more time to accumulate bonds than the current policymaker.

The bond holdings of the current policymaker will generally not be sufficient to implement

optimal policy from the timeless perspective; current policy is constrained by not yet having

done what was best from the perspective of the infinite past. For instance, in the simple

case where R = β−1 and Υ has a maximal element drawn with non-zero probability by a

population large enough to make aggregate risk negligible, the commitment policy assigns

constant high consumption in perpetuity to any agent who draws the maximal income.17 If

we consider the infinite past then all agents will have drawn the maximal income at some time

with probability one, so optimality from the timeless perspective requires the policymaker to

17Ljungqvist and Sargent (2004) provide a detailed treatment.
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give constant high consumption in perpetuity to all agents. This will generally not be feasible

with the bond holdings of the current policymaker.

The unconditionally optimal policy is also not defined, because it is always possible to

increase steady-state welfare by deferring more current consumption when R > 1. There is

no ‘optimal’ steady-state as additional savings always improve welfare. This argument results

from the linear savings technology, and applies irrespective of whether the model features

participation constraints.

6 Conclusion

Any attempt to improve on discretionary equilibria under time inconsistency must impose

changes on the choice procedures of at least some policymakers. In this paper we set out

a novel method for doing so. We adopt a Rawlsian perspective, arguing that disagreements

between policymakers are best addressed by considering what all parties would prefer were

they forced to choose from behind a veil of ignorance. This veil is intended to deny each

policymaker knowledge of any particular circumstances to which they might otherwise be

tempted to tailor policy, in our case the time period associated with any given choice. We

outline a set of conditions that capture the idea of a veil of ignorance, ultimately ensuring that

choices over non-predetermined variables are made with reference to an information set that

is orthogonal to time. We derive our ‘veil of ignorance’ policy in a general setting and for two

specific examples, showing that it has a number of desirable properties relative to alternative

approaches in the literature.
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A Optimality conditions in purely forward-looking mod-

els

The policymaker in purely forward-looking models maximises the objective in (9), subject

to forward-looking constraints of the form (2). Assuming the integrals and sum in (9) are

well-behaved, the objective can be written as:

WR
s =

∫

E∞

∞∑

t=s

βt−sπ(y(hε), ε)dF (hε).

The forward-looking constraints must bind following every history hε ∈ E∞. We denote the

Lagrange multipliers on these constraints λg (hε). Maximising piecewise under the integral,

the first order condition for optimality with respect to the non-predetermined variable yi is:

∞∑

t=s



βt−s
∂π(y(hε), ε)

∂yi(hε)
+

min{t−s,T}∑

r=0

βt−s−rλg(hε\r)
∂gr(y(hε), ε)

∂yi(hε)



 = 0.

Together with the constraint set, this is sufficient to characterise the solution to the policy

problem. It follows by collecting terms in βt that the ‘veil of ignorance’ policy is characterised

by the condition:

1

1− β

∂π(y(hε), ε)

∂yi(hε)
= −

1

1− β

T∑

r=0

λg(hε\r)
∂gr(y(hε), ε)

∂yi(hε)
,

and the terms in β cancel.

B Optimality conditions in general models

We solve for ‘veil of ignorance’ policy in the general model by taking the first order conditions

to each problem separately, before combining them into a set of consolidated first order condi-

tions. The optimal set of non-predetermined variables for a policymaker in period s solves (17)

subject to given z (hε, z), λm (hε, z) and
{
λrg (hε, z)

}T
s=0

functions. The associated first-order

conditions are:

∂π(x(hε, z), ε)

∂yi(hε, z)
+

T∑

r=0

λrg(hε, z)
∂gr(x(hε, z), ε)

∂yi(hε, z)

+ λm(hε, z)
∂m(x(hε, z), z, ε)

∂yi(hε, z)

= 0. (B.1)
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This holds for G-almost all (hε, z) ∈ E
∞×Z, where G (hε, z) is the stationary distribution in

(17).

The optimal set of predetermined variables for a policymaker in period s solves (18) subject

to given y (hε, zs−1, t), λm (hε, zs−1, t) and λg (hε, zs−1, t) functions, with first order conditions:

∂π(x (hε, zs−1, t) , ε)

∂zi (hε, zs−1, t)
+ λg (hε, zs−1, t)

∂g0(x (hε, zs−1, t) , ε)

∂zi (hε, zs−1, t)

+ λm (hε, zs−1, t)
∂m(x (hε, zs−1, t) , z (hε\1, zs−1, t− 1) , ε)

∂zi (hε, zs−1, t)

+ β

∫

E∞
λm (h

′
ε, zs−1, t+ 1)

∂m(x (h′ε, zs−1, t+ 1) , z (hε, zs−1, t) , ε
′)

∂zi (hε, zs−1, t)
dF1(h

′
ε|hε)

= 0. (B.2)

This holds for all t ≥ s, and Ft−s-almost all hε ∈ E∞, given an initial (hε, zs−1) pair. The

mappings in Part 2 of the veil of ignorance solution definition allow this to be rewritten as:

∂π(x (hε, z) , ε)

∂zi (hε, z)
+ λ0g (hε, z)

∂g0(x (hε, z) , ε)

∂zi (hε, z)

+ λm (hε, z)
∂m(x (hε, z) , z, ε)

∂zi (hε, z)

+ β

∫

E∞
λm (h

′
ε, z (hε, z))

∂m(x (h′ε, z (hε, z)) , z (hε, z) , ε
′)

∂zi (hε, z)
dF1(h

′
ε|hε)

= 0. (B.2a)

where z = z (hε\1, zs−1, t− 1). This provides the desired time-invariant representation.

The characterisation of ‘veil of ignorance’ policy is completed by complementary slackness

conditions for the Lagrange multipliers:

λg (hε, zs−1, t)
T∑

r=0

∫

E∞
gr (x (h

′
ε, zs−1, t+ r) , ε′) dFr (h

′
ε|hε) = 0, (B.3)

λm (hε, zs−1, t)m (x (hε, zs−1, t) , z (hε\1, zs−1, t− 1) , ε) = 0. (B.4)

These map straightforwardly to the corresponding functions on the space E∞×Z, as outlined

in the solution definition. Note that (B.3) ensures the forward-looking constraints will be

satisfied under model-consistent expectations, so the potential deviation from these when

deriving appropriate forward-looking policy has not affected the validity of the Lagrangean

approach.
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Conditions (B.1) and (B.2a) are consolidated in the first order conditions (21) of the ‘veil

of ignorance’ policy in the main text.

C ‘Veil of ignorance’ redistribution policy with imper-

fect commitment

The ‘forward-looking’ problem can be written as:

max
{cn(hε,B)}

N
n=1

(1− β)−1
∫

E∞×R

{
N∑

n=1

αnu (cn (hε, B))

+
N∑

n=1

∞∑

r=0

λ
n,r
P (hε, B) β

r [u (cn (hε, B))− u (yn)]

+λR (hε, B)

[
N∑

n=1

yn(t) +B −
N∑

n=1

cn (hε, B)−R−1B (hε, B)

]}

dG (hε, B) . (35)

This is solved treating the functions B (hε, B), λ
n,r
P (hε, B) and λR (hε, B) as fixed, and for a

distribution G with full support on E∞ × R. Note that the coefficient βr in the second line

here comes directly from the participation constraint.18 The ‘backward-looking’ problem is:

max
B(hε,B−1,t)

∞∑

t=s

βt−s
∫

E∞

{
N∑

n=1

αnu (cn (hε, Bs−1, t))

+
N∑

n=1

λnP (hε, Bs−1, t)
∞∑

r=0

βr
∫

E∞
[u (cn (h′ε, Bs−1, t+ r))− u (yn(t+ r))] dFr (h

′
ε|hε)

+ λR (hε, Bs−1, t)

[
N∑

n=1

yn(t) +B (hε\1, Bs−1, t− 1)

−
N∑

n=1

cn (hε, Bs−1, t)−R−1B (hε, Bs−1, t)

]}

dFt−s
(
hε|h

0
ε

)
. (36)

for given cn (hε, B−1, t), λ
n
P (hε, B−1, t) and λR (hε, B−1, t) functions. The multiplier functions

are then chosen in a manner that ensures complementary slackness.

A first-order condition from (35) with respect to cn (hε, B) gives:
[

αn +
∞∑

r=0

βrλ
n,r
P (hε, B)

]

u′ (cn (hε, B))− λR (hε, B) = 0. (37)

18In terms of our general notation, the function gs here is given by βs [u (cn (hε, B))− u (y
n(t))].
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Optimal choice of B (hε, B−1, t), meanwhile, requires generically:

−λR (hε, Bs−1, t) + βR

∫

E∞
λR (h

′
ε, Bs−1, t+ 1) dF1 (h

′
ε|hε) = 0. (38)

The second part of our definition of ‘veil of ignorance’ policy implies the multipliers λR (hε, B)

defined on the reduced space E∞ × R must satisfy:

−λR (hε, B) + βR

∫

E∞
λR (h

′
ε, B (hε, B)) dF1 (h

′
ε|hε) = 0. (39)

The expressions discussed in the text follow immediately from (37) and (39).
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