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Abstract

In the context of multivariate mean regression we propose a new estimator of the min-
imum L2-distance between the true but unknown regression curve and a given parametric
family. The method is based on local polynomial averaging of residuals with a polynomial
degree that increases with the dimension of the covariate. Under some weak assumptions we
give a Bahadur-type representation of the estimated distance from which

√
n-consistency and

asymptotic normality are derived for strongly mixing variables. We then show how to use the
proposed method to measure the inadequacy of a given parametric model. We conclude with
a simulation study that aims at checking the finite sample properties of these techniques.
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