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Cointegration and Tests of Present
Value Models

John Y. Campbell

Princetan University

Robert J. Shiller

Yale University

Application of some advances in econometrics (in the theary of cain-
tegrated vector autoregressive models) enables us to deal effectively
with twe problems i rational expectations present value models:
nonstationarity of time series and incomplete data on information of
market participants. With U.S. data, we find some relatively en-
couraging new results for the ranonal expectations theory of the
term structure and some purzling results for the present value
madel of stock prices.

Present value models are among the simplest dynamic stochastic mod-
els of economics. A present value model for two variables, y, and ¥,
states that ¥, is a linear function of the present discounted value of
expected furure y,

Y, = 81 — 8) . 8Egei + )

i=A
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where ¢, the constant, 8, the coefficient of proportionality, and &, the
discount factor, are parameters that may be known a priori or may
need to be estimated. Here and in what follows, £, denotes mathemat-
ical expectation, conditional on the full public information set L,
which includes y, and ¥, themselves and in general exceeds the infor-
mation set H, available ta the econometrician. Models of this form
include the expectations theory for interest rates (¥, is the long-term
yield and y, the one-period rare), the present value model of stock
prices {¥, is the stock price and y, the dividend), and, with some
modification, the permanent income theory of consumption.’

Despite the simplicity of their structure, there is a surprising degree
of controversy about the validity of present value models for bonds,
stocks, and other ecanomic variables.? The controversy seems to be
stimulated by three problems that arise in testing equation (1). First,
there are several test procedures in the literature: these include sin-
gle-equation regression tests, tests of cross-equation restrictions on a
vector autoregression (VAR), and variance bounds tests. [t1s not clear
how these alternative approaches are related to one another.

Second, a statistical rejection of the madel (1) may not have much
economic significance. It is entirely possible that the model explains
most of the variation in ¥, even if it is rejected at the 5 percent level.
Most work on present value models concentrates on statistical testing
rather than informal evaluation of the “ft” of the models.

Finally, the variables y, and Y, usually require some transformation
before the theory of stationary stochastic processes can be applied.
One approach is to remove a deterministic linear trend, but this can
bias test procedures against the model (1) if in fact y, and Y, are
nonstationary in levels.®

In this paper we develop a test of the present value relation that is
valid when the variables are stationary in first differences.* Hansen
and Sargent (1981a), Mankiw et al. (1985), and West (1986, 1987)

! The discounted sum in eq. (1) extends to an infinite horizon. Most of the methaods
in. this paper can be applied to the finite harizon case, at the cost af some additional
complexity. Thraughout this paper we will treat conditional expectations as equivalent
ta lirear prajections on information.

? For hands, see Sargent {1479}, Shiller {1979, 19814, 1987), Hansen and Sargent
(1981a), Shiller, Campbell, and Schaenholtz (1983), and Campbell and Shiller (1934).
For stacks, see LeRay and Porter (1981), Shiller (19815, 1984), Mankiw, Romer, and
Shapiro (1985), Scott (1985), Marsh and Merton (1986), and West (1986, [987).

* This point is made for stocks by Kleidon {1986) and Marsh and Mertan {1986).
Mankiw and Shapiro (1985) present a similar argument tor the permanent income
theory of consumption.

* It might be attractive to model the variables y and ¥ as stationary in log first
differences. However, since the model (1) is linear in levels, a log specification is intrac-
table unless one is willing to focus on a special case (Kleidon 1986) or to approximate
the madel {Campbell and Shiller 1986).
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have also studied this case. We follow Hansen and Sargent and differ
from Mankiw et al. and West by using a relatively large information
set H,. We include in H, current and lagged values nat just of y, but
also of V..

Our choice of information set has several advantages. By including
¥, in the vector stochastic process for analysis, we in effect include ail
relevant information of market participants, even if we econometri-
cians do not observe all their information variables. We can test al the
implications of the model for the bivariate (3, Y;) process, giving a
natural extension of Fama's (1970) notion of a “weak-form"” test. We
can exploit the recendy developed theory of cointegrated processes
(Phillips and Durlauf 1986, Phillips and Quliaris 1986; Engle and
Granger 1987; Stock 1987). Our test procedure can be interpreted as
a single-equation regression or as a test of restrictions on a VAR. We
propose a way to assess the economic significance of deviations from
(1), comparing the forecast of the present value of future y, embodied
in ¥, with an unrestricted VAR forecast. Because the infoermanon set
H, includes ¥,, the two forecasts should be equal if the model is true.

We examine the present value models for bonds and stocks, while a
companion piece by one of us (Campbell 1987) studies the permanent
income theory of consumption. The paper is organized as follows.
Section I discusses alternative tests of the present value relation when
y and ¥, are stationary in first differences rather than levels. Section 11
is an introduction to the literature on cointegration, surnmarizing the
results we use in testing the present value model. Section 11T applies
the method to data on bonds and stocks. Section IV presents conclu-
sions.

I. Alternative Tests of the Present Value Relation

One straightforward way to test the model (1) is to use it to restrict the
behavior of the variable §, = ¥, — (1/8)[Y,_, — 8(1 — 3}y,—]. Substitu-
tion from {1) shows that

I
£ =Y, — E_ Y+ c(l - 3)' @)
Apart from a constant, £, is the true innovation at time ¢ in ¥, (i.e., the
innovation with respect to the full market information set I). The
model has the striking implication that this innovation is observible
when only ¥,, ¥,_, ¥.— 1, and the parameters ¢, #, and 8 are known.? In

1 The variable £, can also be written as a constant plus the true inngvadon in the
expected present value of zll future y. We note, hawever, that in gereral the model
does nat identify the wue innovation in §, itself.
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the applications of this paper, £, has the economic interpretation of an
asset return. In the rerm structure it is the excess return on long
bonds aver short bills, while in the stock market it is the excess return
on stocks over a constant mean, multiplied by the stock price.

Since the right-hand side of (2), adjusted for a constant, is orthogo-
nzl to zll elements of the information set I, _ |, one can test the present
value relation by regressing &, on variables in this set and testing that
the coefficients are jointly zero. This approach is standard in the
literature and seems atcractively simple. However, there are some
econometric pitfalls and issues of interpretation that need careful
handling.

First, the regressors used to predict £, must be stationary if conven-
tional asymptotic distribution theory is to apply. Of course, there are
many stationary elements of I,_, but one may want to choaose vari-
ables that summarize the joint history of y, and ¥,. It is not clear how
the stationarity requirement can be reconciled with this objective if y,
and ¥, are themselves nonstationary.

Second, while (1) implies {2), the reverse is not true. Equation (2) is
consistent with a more general form of (1) that includes a “rational
bubble,” a random variable b, satisfying 6, = 8E.b,. . Recently there
has been considerable interest in testing (1) against the alternative
that ¥, is influenced by a rational bubble {Blanchard and Watson
1982; Hamilton and Whiteman 1985; Quah 1986; West 1987).

Third, it is not clear what are the implications for ¥, of nonzero
coefhicients in a regression of £, on information. Predictability of re-
turns has consequences for asset price behavior, and one may want to
calculate these explicitly.

Further insight into these issues can be gained by dehning a new
variable §, =¥, — 8y, We will refer to S, as the “spread.” In the case of
the term structure, it is just the spread between long- and shore-term
interest rates; tor stocks, 1t 1s the difference between the stock price
and a multiple of dividends. The spread can also be written as a lin-
ear combination of the variables AY,, Ay, and & S, = [/} — §)]AY,
~ 0y, — [8K1 — B)]E.

The present value model (1) implies two alternative interpretations
of the spread. Subtracting 8y, from both sides of equation (1) and
rearranging, one obtains

S, = EST + ¢, (3)

where

S¥ =g i 8 Ay, . s

i=1
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and

5= (725 ) BV + e 4)
Equation (3) says that the spread is a constant plus the optimal fore-
cast of 57, a weighted average of future changes in y; equation (4) says
that the spread is linear in the optimal forecast of the change in Y.

Equation (4) can be used in an alternative test of the present value
model, in which one regresses AY, on a constant, S,-, and other
varizbles. The coefficient on §,_, should be (I — 8§)/8, and the
coefficients on the other variables should be zero. This regression is
just a linear transformation of the regression that has & as the depen-
dent variable, and it yields the same test statistic.

Equations (3) and (4) help to resolve the issues raised above. If Ay, is
stationary, it follows from (3) that S, is stationary; (4) then implies that
AY,is stationary. Thus one can use S, and Ay, or §, and AY,, as station-
ary variables that summarize the bivariate history of y, and ¥, in a
regression test of the model. (The pair Ay, and AY, is also stationary,
but by using these one would lose information on the relative levels of
y, and Y,.) Our strategy is to work with §, and Ay,.

The effect of 2 “rational bubble” alternative is easily seen using (3)
and (4). If a term 4, is added to the right-hand side of equation (1},
satisfying b, = 8E,,. 1, it appears on the right-hand side of (3) but
does not affect equations (2) and (4). The term 4, is explosive by
construction, so it causes explosive behavior of S, by (3), and this is
passed through to AY, by (4).°

One way to test for the importance of rational bubbles 1s therefore
1o test the stationarity of §, and AY,. This approach has been proposed
by Diba and Grossman {1984), among others. As we noted above, §,
can be written as a linear combination of AY,, Ay, and &, Therefore,
independent of any model, if three of the variables S, AY,, Ay, and £,
are stationary, the fourth must be also. This linear dependence needs
to be taken into account in testing for stationarity.

Finally, (3) and (4) suggest a way to compute the implications for ¥,
of predictable £. Consider estimating a VAR representation for Ay,
and S, (with their means removed):

Ay, all) b(L)| 1Ay, i

= + : (9)
S, oLy diLY| | Se-1 gy

i Quah (1986) gives an example in which &, sarisfies 6, = &E4,, | but is stationary.
However, this example violates the equivalence of conditional expectations and linear
projections, which we assume here.
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where the polynamials in the lag aperator a(L), 5(L), ¢(L), and d(L) are
all of order p. This VAR can be used for multiperiod forecasting of
Ay, and it includes the variable §,, which, according to (3), 1s the
optimal forecast of the present value of future Ay,

To simplify notation, (5) can be stacked into a first-order system

'_'Ay.t —| ._G',l PR (Ip bl L. b; Tﬁ}‘c_ LH —uu_
) . 0

. Ayt—p'i'l _ 1 A}Jg_p + 0 , (6)
S: L1 - .- € dl .. ,dp Sz_l Ua,
- I - 0

| Se-pet 1| S-s) O

where blank elements are zero. This can be written more succinctly as
z, = Az,_, + v, The matrix A is called the companion matrix of the
VAR. For all §, E(z,, JH) = A'z, where H, is the limited information
set containing current and lagged values of y, and Y, or, equivalently,
of z,. As elsewhere in the paper, we are taking conditional expecta-
tions to be linear projections on information.

We can now discuss the implications of the present value relation
for the VAR system. A rather weak implication is that §, must linearly
Granger-cause Ay, unless S, is itself an exact linear function of current
and lagged Ay, (which is a stochastic singularity we do not observe in
the data; it would require, €.g., that the variance-covariance matrix of
uy, and usg,, {2, be singular}.

The intuitive explanation for this result is that S, is an optimal
forecast of a weighted sum of future values of Ay, conditional on
agents’ full information set. Therefore, §, will have incremental ex-
planatory power for future Ay, if agents have information useful for
forecasting Ay, beyond the histary of that variable. If agents do not
have such information, they form §, as an exact linear function of
current and lagged Ay,.”

The full set of restrictions of the present value model is more de-
manding. We obtain these restrictions by projecting equation (3) onto
the information set H,, noting that the left-hand side is unchanged
because §, is in H, and rewriting as

g'z, = 0 Z §h'A'z,

i=1

? A formal proof is as follows. Suppose that 5, does not Granger-cause Ay, Then
E{Ay. |H) = E{Ay il Ay Ay 1, .. ) For all 4, and from (3), E(S|H) = E(S,| Ay, Ay,

. ), an exact linear function of current and lagged Ay, But because 5, is iself in the
information set H,, §, = £(S/H,).
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where g’ and h' are raow vectors with 2p elements, all of which are zero
except tor the p + Ist element of g’ and the first element of h’, which
are unity. If this expression is to hold for general 2, (i.e., for nonsingu-
lar L), it must be the case that

g =9 Z Sh'A' = 0h'SAT — 8A) L. (7)
=1
Here the second equality follows by evaluating the infinite sum, not-
ing that it must converge because the variables Ay, and §; are station-
ary under the null®
The restrictions of equation (7) appear to be highly nonlinear cross-
equation restrictions of the type described by Hansen and Sargent
(19814) as the “hallmark” of rational expectations models. However, 1t
turns out that (7) can be simplified so that (taking 8 and & as given) its
restrictions are linear and easily interpreted. Posumuliiplying both
sides of (7) by (I — 8A), one obtains

g'(I — 8A) = 6h'3A (8)

From the structure of the matrix A, the constraints imposed by (8) on
individual coefficients are ¢; = —8a, ¢t = 1,.. ., p, dy = (1/8) — 8by;
and d;, = —0h,i = 2,...,p. By adding 8Ay, to §,, one can interpret
these restrictions. They state that £, = §, — (1/8)S,; + 04y, is unpre-
dictable given lagged Ay, and S, which is what equation (2) implies for
the information set H,. In our empirical application, we obtain a Wald
test statistic for equation (8) that is numerically identical to the Wald
test statistic for a regression of &, on lagged Ay, and §,.°

The major advantage of the VAR framework is that it can be used
to generate alternative measures of the economic importance, not
merely the statistical significance, of deviations from the present value
relation. To see this more clearly, suppose that the present value
model is false so that E.&,,; # 0 for { = 1. Then equations {3} and (4)
no longer hold. We define the “theoretical spread,” §;, as the optimal
forecast, given the information set H,, of the present value of all
future changes in y:

Si = E(S¥|H,) = 8h'3A(0 — 8A) ™ 'z, @)

% Under an explosive bubble alternative this infinite sum will nat converge, and the
marrix {I — 8A) will be singular.

* However, this statistic is not numerically identical to the Wald statistic for a test of
eq. (7}, even though (7) and (8) are algebraically equivalent restrictions. Nonlinear
transformations af restrictions can change the numerical values of Wald statstics and,
as Gregory and Veall (1985) point out, can dramatically alter their power. We repart
Wald statistics for (8} in the tables that summarize our empirical results and Wald
statistics for (7) in notes.



COINTEGRATION 1069
We then have, ignoring constant terms,
Se= S = D SEE|H) (10)
=t
and

1
1 — 3§

S = (125 JE@re ) =

1 -3% )E(&H'He}. (1D

Equations (10) and (11) measure deviations from the model in two
different ways. The metric of equation (11) is the difference between
§; and the optimal forecast, given the information set H,, of the one-
period change in ¥. Equation (11) shows that this difference is large if
excess returns are predictable one period in advance.

The metric of equation (10) is the difference between §; and the
theoretical spread, which is large if the present value of all future
excess returns is predictable. By this measure, a large deviation from
the model requires not only that movements in £ be predictable one
period in advance but that they be predictable many periods in ad-
vance. Loasely speaking, predictable excess returns must be persistent
as well as variable.'?

We use the VAR framewaork not only to conduct statistical tests of
the present value relation but also 1o evaluate its failures using the
metric of equation (10). We display time-series plots of the spread §,
and the theoretical spread §;, the unrestricted VAR forecast of the
present value of future changes in y. If the present value model is
true, these variables should differ only because of sampling error.
Large observed differences in the time-series movements of the two
variables imply (subject to sampling error) economically important
deviations from the model.

The VAR framework can also be used to test the present value
model against more specific alternatives. Volatility tests, for example,
are designed to test against the alternative that ¥, or some transforma-
tion of it “moves too much.”

We present two different volatility tests, The first is just a rest that
the ratio var(S,)/var(S;) is unity. This ratio, together with its standard
error, can be computed from the VAR system. Under the present
value model, the ratio should be one but would be larger than one if
the spread is too volatile relative to information about future y. A
statistic that complements this is the correlation between S, and §;

' The terminology of our earlier paper (Camphbell and Shiller 1984) may be helpful
in understanding {10) and (| 1}. The right-hand side of {11} is proportional ta what we
called the ane-period “halding premium,” and the right-hand side of (10} is what we
called the "rolling premium.”
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since if the variance ratio and correlation both equal one, then S, must
equal S; and the model is satisfied.'!

We obtain a second volatility test, following West (1987), as follows.
Let us define £ as 6 umes the innovation from ¢ — 1 to ¢ in the
expected present value of Ay, conditional on the VAR information
set:

£ =8 S[E(Ay ., |H) — E(Ay, |H, )]
i=n0

(12
=5 - (%)s;_l + 0Ay,.

Under the present value model, §; = &,since §; = S, We construct the
ratio var(£,)/var(§;), again with standard error.'? The model implies
that this ratio should be ane, while the notion that stock prices are too
volatile suggests that it will be greater than one. We call the first of our
variance ratios the “levels variance ratio” and the second the “inngva-
tions variance ratig.”

The fact that a linear combination S, of y, and Y, is stationary in its
level, even though y, and ¥, are individually stationary only in first
differences, turns out to be important for understanding present
value models. In the language of time-series analysis, the vector x,
= (3 Y)" is cointegrated. Cointegrated vectors have a number of
impartant. properties, which we now discuss.

II. Properties of Cointegrated Vectors

In this section we summarize the theary of cointegrated processes and
show how it applies to present value models.

DeriniTION (Engle and Granger 1987). A vector x, is said to be
cointegrated of order (d, §), denated x, CI(d, b, if (i) all components
of x, are integrated of order 4 (stationary in dth differences) and (ii)
there exists at least one vector & (# 0) such that a'x, is integrated of
orderd — b, 6 > 0.

When y, is statonary in first differences, the vector x, = (y, ¥))' is
CI(1, 1) if the present value madel holds. The CI(1, 1) case is the ane

e compute the levels variance ratio and correlation from the sample moments of
S, and §;. We report numerical standard errors that are conditional an the sample
moments of z, and take account of sampling ervor only in the coefficients of the esti-
mated VAR,

2 We use the estimated variance-covariance matrix of the VAR to compute the
innovadons variance ratio. The standard error takes account of sampling error in this
matrix as well as in the VAR coefficients,
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that has been studied almost exclusively in the thearetical literature,
and the results that follow apply to it.

Cointegrated systems of order (1, 1) have two unusual properties.
These concern the existence of well-behaved vectar time-series repre-
sentations for the cointegrated variables and che estimation of un-
known elements of the vector a. Both properties turn out to be rele-
vant for testing present value models.

The first important property of a cointegrated vector is that the
vectar moving average (VMA]) representation of the first difference
Ax, is noninvertible. Equivalently, the spectral density matrix of Ax, is
singular at zero frequency. This singularicy is what “holds together”
the elements of x, so that a linear combination is stationary.

More formally, write Ax, = K(L)e, = Ie, + K€, + ... . The
matrix M = K(DK(1), where K(l}) = I + K; + Ky + ..., 1s the
spectral density matrix of Ax, at zero frequency. Now if the variance
of a'x, exists, it will be given by

var{a'x,) = Z a’'C, V(G «,
i=A}
where V is the variance-covariance matrix of €, and C;, = I + K| +

. + K, Ignoring the degenerate case in which V is singular, the
summation abave converges only if «'C; converges to zero. But the
limit of C; as i — = is K(1), so for convergence we must have a'K(l)
= 0, which requires K(1), and hence M, to be singulat.

It follows from chis that if an economic theory imposes cointegra-
tion on a set of nonstationary variables, simple first differencing of zll
the variables can lead to econometric problems. Noninvertibility of
the VMA destroys the usual argument for using 2 finite VAR repre-
sentation, that a finite VAR can approximate the true VMA arhi-
trarily well. Intuitively, the problem arises because a cointegrated
system has fewer unit roots than variables, so first differencing all the
varizbles amounts to overdifferencing the system."?

Fortunately, there is a simple solution ta the difficulty, which is to
include a'x, in 2 VAR along with a subset of the elements of Ax,. An
equation that relates the change in an element of x, to its own lags and
lags of a'x, is called an error-correction model for that element of x,.
The VAR proposed in the previous section to test present value mod-
els is an error-correction maodel for y,, along with an equation describ-
ing the evolution of a'x,.

' Shiller {19814) and Melino (1983) criticized Sargent (1979} on this ground (and on
the ground that he failed to test the implications of the model for the relative levels of y,
and Y,}. Baillie, Lippens, and McMahon {1983] also overdifferenced their system. Han-
sen and Sargent (1981a) corrected the problems with Sargent’s pracedure.
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The second major result from the theory of cointegration concerns
the “cointegrating vector” e. In a present value model, e is unique up
to a scalar normalization and is propottional to (—8 1)'. Stock (1987)
and Phillips and Quliaris (1986) prove that a variety of methods pro-
vide estimates that converge to the true\/piirameter at a rate propor-
tional to the sample size T (rather than VT as in ordinary cases). The
reason for this is that, asymptotically, all linear combinations of the
elements of x, other than &'x, have infinite variance.

The practical implication is that an unknown element of & may be
estmated in a frst-stage regression and then treated as known in
second-stage procedures, whose asymptotic standard errors will still
be correct. This is extremely useful in carrying out the VAR tests of
the previous section. In the case of stack prices, for example, the
present value model constrains 8 = 8/(1 — &), so one can estimate the
discount factor from a preliminary regression and then treat it as
known in testing the model.

Two types of preliminary regression have been proposed for es-
timating the unknown parameter 8. The first, called the cointegrating
regression by Engle and Granger (1987), is just a regression of ¥, on .
The second is an “error-correction” regression of Ay, or AY, on lagged
changes in and levels of y, and Y,. In the frst case, one estimates 8 as
the coefficient on y,, while in the second case one takes the ratio of the
coefficient on lagged y, to that on lagged Y,

One might argue that use of the error-correction regression is pref-
erable because it accounts more fully for the short-run dynamics of
Y, and y. However, it has an important disadvantage. For any co-
integrated vector with two elements, there are two possible error-
correction regressions, one for Ay, and one for AY,. Cointegration
alone does not rule out that, in one of these regressions, lagged ¥, and
¥ have zero coefficients in the population, so that the coefficient ratio
fails to identify the desired parameter.'* Of course, under the present
value model the error-correction equation for Ay, has nonzero
coefficients (because a’x, Granger-causes Ay}, buc this is not implied
by all plausible alternatives. Accordingly, we rely primarily on the
cointegrating regression to identify 4.

One may want to conduct a formal statistical test of cthe null hy-
pothesis that x, is not cointegrated. This turns out to pose some
difficule statistical problems. If a candidate for the cointegrating vec-
tor e is available, the null hypothesis is that a’x, is nonstationary, and
one can use a modified Dickey-Fuller (1981) test, regressing the
change in a'x, on a constant and a single lagged level. The t-statistics

Lt Caintegration does rule out that the coefficients are zero in both error-correction
regressions.
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and F-statistic are corrected for serial correlation in the equation re-
sidual as proposed by Phillips and Perron (1986) and Phillips (1987)
and then compared with significance levels computed numerically by
Dickey and Fuller. If the statistics are sufficiently high, the null hy-
pothesis is rejected.

If the cointegrating vector is not known but must be estimated from
a cointegrating regression, the Dickey-Fuller significance levels are no
longer appropriate. Engle and Granger (1987) analyze a vanety of
tests that use the residual from the cointegrating regression, an esti-
mate of a'x,. We report two of their test statistics, one based an the
Dickey-Fuller regression and one that augments that regression with
four lagged dependent variables. Engle and Granger provide signifi-
cance levels for these tests, based on a Monte Carlo study.*?

Phillips and Quliaris (1986) propose an alternative test procedure
for the null hypothesis of no cointegration. Their method involves
computing the matrix M, the spectral deusity matrix at zero fre-
quency, nonparametrically. As discussed above, this matrix will be
nounsingular under the null and singular under the alternative of
cointegration. Unlike the Engle-Granger procedures, their test statis-
tics have a distribution that is asymptotcally free of nuisance parame-
ters. They applied their methods to our data, and we note their re-
sults below.

ITI. Testing the Model in Bond and
Stock Markets

In this section we apply the methods developed above to test present
value madels for bonds and stocks. The model for bonds, usually
referred to as the “expectations theory of the term structure,” 1s a
special case of equation (1) in which the parameters 8 and 8 are known
a priori (8 equals one, and § is a parameter of linearization), while the
constant ¢ is a liquidity premium unrestricted by the model.'®

We test the present value model far bonds on a monthly U.S. Trea-
sury 20-year yield series, available from 1959 to 1983 from Salomon
Brothers' Analytical Record of Yields and Yield Spreads. The short rate
used is a 1-month Treasury bill rate, obtained from the Treasury Bulle-
tin tor dates prior to 1982 and from the Wall Street Journal thereaf-
ter.'” These data were previously studied in Campbell and Shiller

15 The Mante Carlo results are based on 10,000 replications of 100 observations of
independent random walks, with four lagged residual changes included in the test.

' The linearization required to write the expectations theory in this form is ex-
plained in Shiller (1979) and Shiller et al. {1983

17 The Tragsury Bulletin and, Wall Street fournal data are consistent with ene another ar
dates when they are both available.
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(1984); Shiller et al. (1983) worked with very similar data. We present
empirical results both for the full sample 1959:1-1983:10 and for a
short sample ending in 1978:8, which is more likely to correspond to a
single interest rate regime.'®

The present value model for stocks is a special case of equation (1)
in which 6 is known to equal /(1 — 8). The model restricts the con-
stant ¢ to he zera. The discount factor & is not known a priori but can
be inferred by estimating the cointegrating vector for stock prices and
dividends; a consistent estimate is also provided by the sample mean
return on stocks.'?

One difficulty with this formulation for stocks is that ¥, and y, are
not measured contemporaneously. The term Y, is a beginning-of-
period stock price, and v, is paid sometime within period ¢z Literal
application of the methods outlined in Section I would require us to
assume that y, is known to the market at the start of period ¢; but, as
pointed out by West (1987) and others, this might lead us to a spuri-
ous rejection of the model if in fact y, Is known anly at the start of
period { + 1. Intuitively, it is not hard to “predict” excess returns
using ex post informartion. In order to avoid this problem, we maodify
the procedures of Section I by canstructing a variable SL, =Y, — 8y, (.
We use this variable in our tests and alter the cross-equation restric-
tions appropriately. The dependent variables in the VAR are now SL,
and Ay, — 1, both of which are in the information set at the start of time
t but not at the start of time ¢ — 1 under our conservative assumption
about the market's information.®” Since SL, = S, + 84y, it is of course
stationary 1if S, and Ay, are.

We tested the model for stocks using time-series data for real an-
nual prices and dividends on a broad stock index from 1871 to 1986.
The term Y, is the Standard and Poor's compasite stock price index
for January, divided by the january praducer price index scaled so
that the 1967 producer price index equals 100. (Before 1900 an an-
nual average producer price index was used.) The nominal dividend
series is, starting in 1926, dividends per share adjusted to index, four-
quarter total, for the Standard and Poor's compaosite index. The nom-
inal dividend before 1926 was taken from Cowles (1939), who ex-

'® For both samples, the parameter of linearization 8 is set equal co L1 + R), with R
at 0.0587/12 (the mean 20-year bond rate in the short sample, expressed at a monthly
rate). Qur subsequent empirical results are canditional on a fixed value of &

'% The sample mean refurn converges to the population mean only at rate VT and
therefore should not strictly be taken as known in second-stage procedures. However,
we ignare this problem. in our empirical work.

*0 Engle and Watson (1985) did some regressions similar 1o ours, using 4 similar data
set on stack prices and dividends. They used the variable §, rather than SL, Their
results differ from ours in that they found no evidence of Granger causality from 5, to
Ay,, but they did not reject the present value model maore strongly than we do.



COINTEGRATION 1075

TABLE |

UniT RooaT TesTs (Test Statistic Zta)

Variable With Trend Without Trend

A In the Term Structure

Sample 1959-78:

Ye —2.78 —1.72
¥, -2.76 —.46
Ay, —17.40 (I%) —17.44 {19%)
AY, - 15.30 (1%) — 1532 {1%)
S, —-3.15 (10%) ~3.08 (5%)
£, ~15.22 {1%) —15.25 (1%)
Sumple 1959-83:
¥ —3.83 (2.5%) —2.32
¥, ~2.51 —.50
Ay, —17.06 (1%]) —17.08 (1%}
AY, —15.27 (1%} ~15.29 (19%)
5, —~4.77 (1%) —-4.67 {1%)
£, — 15,18 {1%:) —15.19 {I%)
B. In the Stock Markert
¥ —~2.88 -1.28
¥, -2.19 - 1.55
Ay, —8.40 (1%) ~8.44 (1%)
AY, —9.91 (1%) —-9.96 (1%
& = 31.082
Si, —4.35 (1%} —4.31 (1%}
; ~9.935 (1%) -9.99 {1%)
4 = 12.195:
SE, -2.68 ~2.15
£, —-9.76 (19%) -9.69 (19%)

NoTE.— Fest statistics for a varisble X, are based an the i-statisties on o in the regression AX, = p + Bt + aX,
fwith end) or the regression AX, = w + e, (without trend). The »-statistic Is corrected For serial carrelation in
the eyuation residual in the manner proposed by Phillips and Perron (1986 and Phillips (19987). Significance levels
ares with et 10%, — 3.1 5%, —3.41; 2.5%, —3.60; 1%, - 396, without trend: 10%, - 2.57; 5%, - 2.84; 2.5%,
=412 1%, —3.45

tended the Standard and Poor's series back in time.?! Finally, y, is the
nominal dividend series, divided by the annual average producer
price index scaled so that the 1967 producer price index equals 100.

As shown in table 1, parts A and B, we ran unit root tests on our
raw data and the various linear combinations discussed in Section I.
This is an important preliminary because our approach is appropriate
only if y, is integrated of order one. We present test statistics that are
hased on the t-statistic on the lagged level in a Dickey-Fuller regres-

2l The dividend data differ slighely from those used in Shiller ([9818), Mankiw et al.
{1985), Wese (1987}, and athers. [t has recently come to our artention that the second
(1939) edition of Cawles’s book contains some corrections 1o the dividend series pre-
sented in the original 1938 edition, and these corrections have been incorporated here.
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sion, corrected for fourth-order serial correlation as proposed by
Phillips and Perron (1986) and Phillips (1987).” We ran the Dickey-
Fuller regression with and without a time trend; the former is appro-
priate when the alternative hypathesis is that the series is stationary
around a trend, the latter when the alternative is that the series is
stationary around a fixed mean.

The results in part A of table 1 are generally supportive of the view
that short- and long-term interest rates are cointegrated, with the
cointegrating vector equal 1o (—1 1) as implied by the expectations
theory. Over the short sample 1959—78, one cannot reject the hy-
pothesis that short and long rates have a unit roat at even the 10
percent level; however, there is strong evidence that chunges in inter-
est rates are stationary. The hypathesis that the long-short spread has
2 unit root is rejected ar the 10 percent level when a trend is estimated
and at che 5 percent level when the trend is excluded from the regres-
sion. Finally, the excess return £, also appears stationary; this, to-
gether with the results for Ay, and AY,, is indirect evidence for station-
arity of the spread because of the linear dependence discussed in
Section 1.

Results are fairly similar aver the full sample 1959-83. There Is
even stronger evidence that the spread is stationary, and the unit root
hypothesis for short rates can be rejected unless a trend in interest
rates is ruled out on a priori grounds.*

In part B of the table, we repeated these tests for the stock market
data. Once again y, and Y, appear to be integrated of order one. In the
stock market, the parameter 8 is not determined by the present value
model as it is in the term structure. Thecefore, we must compute SL,
and &, using estimates of 8 obrained from the data. Strictly speaking,
this invalidates the Phillips-Perron tests for SL, and &, but we report
the staustics as data description.

Table 2 gives detalls of alternative estimation procedures for 6. The
cointegrating regression esumates 9 at 31.092; the corresponding real
discount rate (the reciprocal of 9) is 3.2 percent, which is lower than
the average dividend-price ratio and considerably lower than the sam-
ple mean return of 8.2 percent.”* The error-correction regression

* The results are qualitatively unchanged by looking at other statistics from the
Dickey-Fuller regression or by varying the order of the serial correlation correction
between one and 10.

23 The resules in cable 1, pt. A, are maore favorable to the hypothesis of cointegration
between long and short rates than are the results reported by Phillips and Quliaris
(1986). They reject the null hypothesis of no cointegratiaon at only the 15 percent level
(their table 6). However, their procedure does not impose the cointegrating veceor a
priori, and this may involve a loss of power.

** The estimate of 8 that corresponds to the sample mean return is 12.195. The
higher estimate in the cointegrating regression is assoclated with a negative constant
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TABLE 2

ESTIMATION OF THE COINTEGRATING VECTOR AnD TEST FOR COINTEGRATION
I8 THE STOCK MARKET

1

[mplied
Estimate Dhscount
R? of 9 Rate
1. ¥, = — 12979 + 51092 842 31.092 3.2%
2. Ay, = 101 + 16548y, + .Q10AY,
=157y _; + 004V, 373 37.021 Q7%
3. Sample mean return = 8.2% . 12.195 A.2%

Tests af no cointeyrations: Engle ane Granger (1987] & statistie foc eq. (L] residual, 3.53; significanee levels: 10%,
A0 5L 04T 19, 407, Engle und Granger (L9871 £ statistic tar eq. (1) residual, 264, significance levels: 1075,
FIEE R S N I P B A W

delivers a fairly similar estimate of 6, 37.021 with an implied real
discount rate of 2.7 percent. We proceed to construct SL, using dis-
count rates of 8.2 percent and 3.2 percent as a check on the ro-
bustness of our methods.

Engle and Granger’s tests for no cointegration, based on the resid-
ual from the cointegrating regression, give mixed results: the £ statis-
tic rejects at the 5 percent level, while the &, statistic narrowly fails to
reject at the 10 percent level. The Phillips-Perron tests in part B of
table 1 are also mixed. Both SL, and &, appear to be stationary when
the 3.2 percent discount rate is used, but at an 8.2 percent discount
rate the tests fail to reject the unit root null for SL, even though they
reject for Ay, AY,, and £, There seems to be some evidence for coin-
tegration between stock prices and dividends, but it is weaker than the
evidence for cointegration in the term structure.”®

The results in table 1 do nat suggest that a “rational bubble” is
present in the term structure or the stock market since a bubble would
cause bath AY, and S, 1o be nonstationary. Accordingly, we interpret
the test statistics below in terms of predictable excess returns.

In table 3, part A, we report summary statistics for 2 VAR test of
the expectations theory of the term structure. The VAR includes Ay,

term; under the present value model, the constant should be proportional to the
unconditional mean change in dividends, so it should be positive rather than negative.
An estimated discount rate lower than the mean dividend-price ratio is censistent with
the model only if dividends are expected to decline through time, the historical rise
being due wo sampling error.

2% Phillips and Ouliaris (1986} did not reject the null hypothesis of no cointegration
between stock prices and dividends at even the 25 percent level (their table 8). Camp-
bell and Shiller (1986) report unit roat tests for log dividends, log prices, and the log
dividend-price ratio. There is some evidence for trend stationarity of log dividends, no
evidence against the unit root null for log prices, and strong evidence for stationarity of
the dividend-price ratia.



TABLE 3

TesTS 0OF PRESENT VALUE MODEL

A. In the Term Structure

Sample 1959-73:
Akatke criterion selects 11-lag VAR
Ay equation R? = .216; § Granger-causes Ay at (.01% level
§ equation R* = .877; Ay Granger-causes § at 0.3% level
Test of present value model: ¥*(22) = 83.02; P-value < 0.005%
Summary statistics:

E(hy) = 016 a(S) = 1.060
E(sy = 1.144 var{S)var(§’} = 987
E(sh = 016 core(S, §) = 978
alhy) = 442 var{fivar(Ey = 1.164

Sample 1959-83:
Akaike criterion selects six-lag VAR
Ay equation R? = .171; § Granger-causes Ay at 0.3% level
§ equation R? = .772; &y Granﬁer-causes 3 at 1.3% level
Test of present value model: x*(12) = 35.63; P-value = 0.03%
Summary statistics:

E(hy) = 021 a(S) = 1.320
E(Sy = 1.138 var{§ifvar{s") = 3354
E(S) = 021 cort{§, 5} = 956
oAy = 795 var(£)var(t" = 502

(.360)
(OL1)
(1.146)

(3.948)
(098)
(.506)

B. In the Stock Market

Sample [871~1986:

6 = 12.195 (8.2% discount rate): Akaike criterion selects four-lag VAR
Ay equation R? = .400; SL Granger-causes Ay at < 0.001% level
SL equation R? = 837; Ay Granger-causes SL at 63.3% level

Test of present value model with mean restriction: *(9) = 15.74; P-value

72%

Test of present value maodel without mean restriction: x%B) = 15.72; P-value = $.7%

Summary statistics:

E(Ap) = Q17 a(SL) = 1551
E{SLy = 16.07 var{SL)var(SL') = 67.22
E(SLYy = 2.563 corr{SEL, SL") = — 459
aisy) = .1a8 var(E)fvar(f’) = |1.27

8 = 31.092 (3.2% discount rate): Akaike criterion selects two-lag VAR
Ay equation R? = 378 SL Granger-causes Ay at <0 (¢.001% level
SL equation R? = 516, Ay Granger-causes SL at |.8% leve|

(86.04)
{8013
(4.49)

Test of present value model with mean restriction: x*5) = 14.90; P-value = L.1%
Test of present value model without mean restriction: x*(4) = 5.75; P-value = 21.8%

Summary statistics:

E(Ay)y = 017 a(SL) = 94937
E{SL)y = —12.52 var{SLyvar(SL'y = 4.786
E{SL"y = 16.66 corr(SL, SL') = 4l1
alhy) = 167 var{E)var(£"} = L4414

{5.380)
(.207)
(441)
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and §, as variables, and the number of lags is chosen by the Akaike
information criterion (AIC).?® White’s (1984) heteroscedasticity-
consistent covariance matrix estimator is used in constructing stan-
dard errors and test statistics. The VARs are estimated for the short
sample 1959-78 and the full sample 1959—83; they have 11 and six
lags, respectively.

In both sample periods the lagged variables have a fair degree of
explanatory power for the change in short rates. The R* for the Ay,
equation is 21.6 percent in the short sample and 17.1 percent in the
full sample. This argues against the view of Mankiw and Miron (1986)
that short-rate changes are essentially unpredictable in the postwar
period in the United States. Furthermore, there is strong evidence
that spreads Granger-cause short-rate changes, as they should do if
the expectations theary is true. The hypathesis of no Granger causal-
ity can be rejected at the 0.01 percent level for the short sample and
the 0.3 percent level for the full sample.

A formal test of the expectations theory restrictions in equation (8)
rejects very strongly. The null that excess returns on long bonds are
unpredictable can be rejected at less than the 0.005 percent level in
the short sample and at the 0.03 percent level in the full sample. The
R? values for excess returns are 26.3 percent and 16.7 percent, re-
spectively.?” In the corresponding regression (4), which has the
change in the long rate as its dependent variable, the coefficient on
the spread has the wrong sign (—0.020 in the short sample and
~0.039 in the full sample).*

Despite these negative results, the summary statistics in table 3, part
A, suggest that there is an important element of truth to the expecta-
tions theory of the term structure. The spread does seem to move
very closely with the theoretical spread, the unrestricted forecast of
the present value of future short-rate changes. In both sample pe-
riods the variance of the spread is insignificantly different from the
variance of the theoretical spread (i.e., our “levels variance ratio” does
not reject), and the twa variables have similar innovation variances
and an extremely high correlation. In the 1959-78 period the corre-
lation between the actual and theoretical spreads 1s 0.978 with a stan-
dard error of 0.011, while in the 1959-83 period it is 0.956 with a

*# That i3, we pick the number of lags to minimize {—In likelihgod + number af
parameters) in the VAR. Sawa {1978} has argued that the AIC tends to choose models
of higher arder than the true model but states that the bias is negligible when p < T710,
as it is here. The test statistics in table 3 are not highly sensitive to small changes in the
lag length of the VAR systern,

?? Nonlinear Wald tests of eq. (7) reject at significance levels of less than 0.005
percent in the short sample and 8.4 perceat in the full sample.

28 This is consistent with the resules of Shiller et al. (1983).
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FOINTS

PERCENTAGE
=

1560] 62 | 64 | &6 | €8 | 70 [72 | 7a | 76 | 78 o0,
6 &1 65 67 & 71 73 78 77

F16. |.—Term structure: deviations from means of long-shore spread §, and theoret-
ical spread §;.

standard error of 0.098. Figure 1 illustrates the comovement of §,and
S; in the short sample.*

What this suggests is that tests of predictability of returns are highly
sensitive to deviations from the expectations theory—so sensitive, in
fact, that they may obscure some of the merits of the theory. An
example illustrates the point. Suppose long and short rates differ
from the expectations theory in the following manner: S, =85 + w,

29 The high correlation of these variables in postwar U.5. data might also have been
inferred from results in Modigliani and Shiller (1973} (see particularly their fig. 6).
Despite the evidence reported in Modigliani and Shiller and in the present paper, one
of us (Shiller 1979} presented evidence suggesting that long-term interest rates are 100
volatile to accord with the expectations theary. By contrase with Modigliani and Shiller
and the present paper, Shiller (1979] assumed that levels of short rates are stationary, an

assumption more clearly appropriate for prewar data sets.
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where w, is serially uncorrelated ncise. As Campbell and Shiller
{1984) point out, excess bond returns will be predicted by §,, and a
regression of AY,, | on 5, may find that the coefficient has the opposite
sign from that predicted by (4), even if the variance of w, 1s quite
small. However, a regression of §% on §, will find that the coefficient
has the same sign as predicted by (3), and downward bias caused by u,
will be small if the variance of w, is small. Moreover, the variance
ratios var{S,)/var(S;) and var(£,)/var(§;) may not be much greater than
one. In this example the spread predicts short-rate movements almost
correctly, even though it badly misforecasts long-rate movements.
Deviations from the present value model are transitory racher than
persistent, so the metric of equation (10) reveals the strengths of the
expectations theory that are obscured by the metric of equation (1 1).30

In part B of table 3, we repeated the exercises above for stock prices
and dividends. We worked with one sample period but two discount
rates. The Akaike criterion selected a four-lag representation for the
data when the sample mean discount rate 8.2 percent was used and a
two-lag representation when the cointegrating regression discount
rate 3.2 percent was used.

The VAR estimates suggest that dividend changes are rather highly
predictable; the R? values for the equations that explain them are
around 40 percent. There is very strong evidence that price-dividend
spreads Granger-cause dividend changes, which is what one would
expect if there is any truth to the present value model for stock prices.

We conducted two formal tests of the model. The first restricted the
mean of the price-dividend difference, while the second left the mean
unconstrained and restricted only the dynamics of the variable. (In
the case of the term structure, the mean spread is always uncon-
strained because we allowed a constant risk premium.)

The results of these tests include some statistical rejections at con-
ventional significance levels, but they are not nearly as strong as the
rejections in the term structure. The pattern of results is sensitive to
the choice of discount rate. When the sample mean return is used, the
mean restriction on SL, is satisfed almost exactly. Therefore, the test
of only the dynamic restrictions in equation (8) rejects more strongly,
at the 4.7 percent level as compared with the 7.2 percent level for the
full set of restrictions. When the discount rate from the cointegrating
regression is used, the complete set of restrictions is rejected at the 1.1
percent level while the significance level for the dynamic restrictions is

1 We da not claim that this example is literally correct for our data. The model § =
§' + w can be tested, for any MA(g) process for w, by regressing £ on informaton
krown g + 9 periods earlier. We found that this test rejected the model for g up to 8
using the bond data for 195978,
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only 21.8 percent.! For both discount rates, a regression of AY,., on
SL, gives a coefficient estimate with a negative sign rather than the
positive sign implied by the present value model. ™

These tests are “portmanteau” tests of the present value model
against an unspecified alternative. We also present variance ratios in
arder (o test against the specific alternative that stock prices “move t0o
much” in levels or innovations. The point estimate of the levels vari-
ance ratio var(SL)/var(SL;) is dramatically different from umty, at
67.22, when the sample mean discount rate is used. Not surprisingly,
the variance ratio is smaller when future dividend changes are dis-
counted at the lower rate estimated by the cointegrating regression,
but it is still considerable at 4.79. However, the asymptotic standard
errors on these ratios are huge, and one cannot reject the hypothesis
that both of them equal unity.

The innovations variance ratios var(f,)/var(g;) are also estimated
larger than unity, and here the standard errors are less extreme. In
the sample mean discount rate case, one can reject at the 5 percent
level the hypothesis that the innovation variance ratio is unity; it s
estirmated to be 11.97, with a standard error of 4.49. With the lower
discount rate, the ratio is estimated at .41, with a standard error of
(.44.

Plots of the price-dividend difference and the unrestricted VAR
forecast of dividend changes give a visual image of these variance
results. At an 8.2 percent discount rate {fig. 2), SL, and SL; are nega-
tively correlated (but there is a very large standard error on the corre-
lation) and the excess volatility of the spread is very dramatic. Ata 3.2
percent discount rate (fig. 3), SL, and SL; have a correlation of 0.911
(with standard error 0.207) and the excess volatility is much less dra-
matic.*?

To compare our results on volatility with results using earlier
methods, we also computed sample values of S¥ using the terminal
condition S+ = Sy, where T is the last observation in our sample. We
computed SL} analogously. Equation (3) implies o(S7) > o(S,) and
a(SL¥) > a(SL,). For the bond data in the period 1959-78, o(S7) =
1.217, while o(S;) = 1.060, so the inequality is satisfied. For the stock

3! Nonlinear Wald tests of the dynamic restrictions in the form {73, rather than (8),
reject at less than the 0.005 percent level for the 8.2 percent discount rate and at the 7.3
percent level for the 3.2 percent discount rate.

2 The coefficient is — (.064 for the 8.2 percent discount rate and —0.079 for the 3.2
percent discount rate.

33 [1 should be emphasized that excess volatility of the spread 5L, is not quite the same
as the excess volatilicy discussed in Shiller (19814). Thar analysis suggested that stack
prices should very nearly follow a trend. If that were in fact what was observed, the
spread 5L, would be quite volatile because of dividend movements.
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data at an 8.2 percent discount rate, 6(SL}) = 7.928, while o(SL)) =
15.506, so the inequality is sharply violated. The inequality is again
satisfied by the stack data at a 3.2 percent discount rate, where a(SLY)
= 12.888 and a(SL,) = 9.937.

Following Scott (1985), we also regressed S§ on S, and a constant. [f
the present value model is true, the coefficient on §, should be ane.
The same holds for the corresponding regression with SLY and SL,.
For bonds in 1959—78, we estimated the coefficient at 0.81; for stocks
atan 8.2 percent discount rate we estirnated it at 0.16, while for stocks
ata 3.2 percent discount rate we estimated it a¢ 0.02. Thus the results
using S¥ and SLT generally support the conclusion that the present
value model for bonds fits the data comparatively well, whereas the
model for stocks has a poor fit even though it cannot be rejected
statistically at high levels of conhdence.

We close with a caveat about the plots and summary statistics gener-
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ated by the VAR system. The VAR simulation method may be mis-
leading if the wrong value of 8 is chosen so that the spread variable is
nanstationary. For example, if 6 is chosen tao large, the movements of
S¢ are dominated by the movements of —#éy,. The VAR results are
then approximately those one would get if one regressed 8y, and — 8y,
on lagged values of these variables. It is well known that in finite
samples estimates of autoregressive parameters for nonstationary
variahles are biased downward, and this problem will afflict the VAR
if 8 is oo large.

In a simple case in which y, follows an AR(1) process with a unit root
and the VAR includes one lag only, one can show that the estimated
VAR companion matrix will have first column zero and second col-
umn (1 — pi/8 p)’, where p is a downward-biased estimate of the
unit root. This companion matrix satisfies the restrictions of equation
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(@) almost exactly, whatever the behavior of the variable ¥,. A symp-
tom of this misspecification would be that mean returns would not
obey the model, even though the dynamics of returns would appear
to satisfy the restrictions.

It is possible that a problem of this sort affects our results for the
stock market when we use a low 3.2 percent discount rate corre-
sponding to a high 8 of 31.092. The cointegrating regression that
generates this 8 estimate—a regression of the level of ¥ on the level of
y—is dominated by the enormous postwar hump in stock prices. Since
this hump coincided with 2 much milder hump in real dividends, the
regression estimates a coefficient for y that is much larger than the
historical average price-dividend ratio. The negative intercept pre-
vents the fitted value from overpredicting ¥ over the sample period as
a whole. As a result, over the bulk of the sample period, the spread
SL, is distinctly negatively correlated with the lagged dividend.”* The
VAR estimates place considerable weight on this earlier part of the
sample period because the dividend equation is specified in terms of
dividend changes that are more variable before 1946. Thus the high
correlation of SL, and SL; may be to some extent spurious.

This view is supported by the results from regressing SLY an SL.
This is a levels regression that is dominated by the postwar hump n
stock prices, and here we find the coefficient to be essentially zero
rather than one as required by the model. Further support comes
from the fact that we strongly reject the implications of the model for
the mean of the data when we impose a 3.2 percent discount rate.

IV. Conclusion

In this paper we have shown how a present value model may be tested
when the variables of the model, y, and ¥,, follow linear stochastic
processes that are stationary in first differences rather than in levels.
If the present value model is true, a linear combination of the vari-
ables—which we call the spread—is stationary. Thus y, and Y, are
cointegrated. The madel implies that cthe spread is linear in the op-
timal forecast of the one-period change in ¥, and also in the optimal
forecast of the present value of all future changes in y, We have
shown how to conduct formal Wald tests of these implications.

We have alsa proposed an informal method for evaluating the “fic”
of a present value model. A VAR is used to construct an optimal
unrestricted forecast of the present value of future y, changes, and
this is compared with the spread. If the model is true, the unrestricted

# Qver the period 1871-1946, the spread has a correlation of —0.7 with the lagged
dividend when 8 is set equal to 31.092.
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forecast ot “thearetical spread™ should equal the actual spread. We
computed the variances and correlation of the two variables and
plotted their historical movements.

We applied our methods to the controversial present value models
for stocks and bonds. We found that both models can be rejected
statistically at conventional significance levels, with much stronger
evidence for bonds. Hawever, in our data set, the spread between
long- and shore-term interest rates seems to mave quite closely with
the unrestricted forecast of the present value of future shortrate
changes. This can be interpreted as evidence that deviations from the
present value model for bonds are transitory. In contrast, our evalua-
tion of the present value model for stocks indicates that the spread
between stock prices and dividends moves too much and that devia-
tions from the present value madel are quite persistent, although the
strength of the evidence for this depends sensitively on the discount
rate assumed in the test.
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