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1. Recursive best linear forecasting
Let Y, be acovariance Saionary time series process, with £[Y] = 0. The best linear /-step
ahead forecast of Y,

t+h?

functionof ¥, ,j = 01,..., say:

h = 123,.., giventheobsarvationson Y, Y, ;.Y ,,....... ,tisalinear
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Yo 2; AR A )
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such that the mean-square forecast error

0 2
ol 2
Ely,, - 7.,)° - E{m - ngh,,x.j} @

isminima. Therefore, the coefficients v, . are such that the first-order conditions

E(Ynh - _Z(:)YhJYtj) Y, =0fork=012,.., 3)
i

are satisfied.

Note that we can write (2) and (3) in terms of the covariance function

fom) = cofV,Y, ) = E[VY, ] @

! In practice we do not observe the whole past of atime series, of course. What follows in this
section isonly atheoretical exercise. The practica aspects will be addressed in section 3.
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(the last equdlity follows from the assumption that E£[Y] = 0):

£, - 7.,) -0 - Zthﬂh+J)+Zth,vhﬂIZJ|) ®

i=0 j=0

with first-order conditions

h+k) - ijth(|k—j|), k=0 1.2..... ©)
j=0

Given the covariance function f{), we can in generd solve the coefficients y hj uniquely from (6).

Now consider the best linear one-step ahead forecast of Y,

Viapn = Z;Yla‘yﬁlﬁ = Yiota ¥ §Y1J+1%- @)
J= j=

This expresson can be rewritten as

A

Yooy = Y1,0(Yt+1 - Yt+l|z) Y10 1)t Zyl,/+l e ®

It follows from the first-order conditions that for £ = 0,1,2,....
0= ( +2 Yt+2\t+J.)Y1—k

= _YloE( Y - t+1\t)thk +E

e

Y., - z+1|z) Y, Y10 1+1)1 Z Y101 z—,}yz i

Y., - Ylo 1+1)1 Z Y11 t,}yz k &)

= E

Yo = Y0¥, z+1\z ZY1J+1 t]}yz ko

hence:



Yt+2\t - YlO t+1]t Z Y1J+l t~j"

More generdly we have:

THEOREM 1. Let Y, be a covariance stationary time series process, with E[Y]

(10

= 0. Let Yt*j

be observable for j = 0,1,2,.... Replacing in the expression for the best linear one-step ahead

forecast Yﬁhmh 19fY,,, ie.,

h72 oo
Y hen-1 Zyl,/ t+h-1-j _z(:) Yo Yeno1 * ; Yo Yeno1
= £

the unobserved Y, 1 ;, j = 0,...h=2, by best linear forecasts YM 1]

the best linear h-step ahead forecast of Y,

oo

z+h|t Z Y1/ t+h-1-jt Z Yo Y1

j=h-

If E[Y] = u# O, thebest linear h-step ahead forecast takes the form

>

Yo = o, * 224) Yo ey
i

Exercise 1: Show that

o, = {l - th,j}u
0

with the coefficients v, ; determined by (6), so that

1

respectively, yields

(12)

13)
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T = 2 fl - W (15)

The practical implication of thisresult isthat in forecasting Y, wemay first forecast Y, - |, usng
the result of Theorem 1, and then add pto the forecast involved.

Exercise 2: Provethat:

THEOREM 2: For the case E[Y] = W # O the result of Theorem 1 becomes

oo

z+h\t Z YlJ teh-1-jlc Z 1 en1 {1 - Z; Yl,j)“‘ (16)
=

j=h-

2. Forecasting with an ARMA(p,q) model: Theory
Consder the ARMA(p,q) process
Y, =+ u, al)u, = B(L)e,
where
all) =1 - ZocL’ B(L) = 1 - ZBL/ (17)
a(z) = 0=>\z|>1 [3(2)—0=>\z|>1
e, is white noise. E(e,) = O, E(et) = 0% < o, E(ee t]) =0 forj # 0.
Moreover, we have to assume that the lag polynomids «(L) and B(L) do not have common roots
(Exercise 3: Why?). Sincethelag polynomid (L) isinvertible, because dl its roots are outsde the unit

circle, we can write this process as an AR(«) process:

YUY, - 1) = e, where Y(L) = B@) Ma() = 1 - Y yi/ Y, 18)
-0



say. Notethat y(z) = 0 = |z| > 1. Thus

Y, =98+ Z; yth_j + e, whered = {1 - Z 'yj)u. (19)
=

Consequently, the best linear one-step ahead forecast of Y, is

oo

Vg =8 Z;Y/Yz—./ DI/ U § (20)
p=

Jj=0

(Exercise 4: Why?) Usng Theorem 2, we can recursvely find the best linear 4-step ahead forecast of
Yt+h by

A

B2 . -
Yo = Zg YY1, .;1 YY1 ¥ {1 - Z‘Yj}“‘ 21
J= J=n- .

3. Forecasting with an ARMA(p,q) model: Practice

The practicd problem with the above gpproach isthree-fold: First, we usualy do not observe
the whole process Y, but only afinite number of Y 's, say for # = 1,...,n. Second, p and g are
unknown. We will address that problem later. Third, we do not observe the coefficients o, 3 ! directly.
These coefficients have to be estimated. The latter can be done by maximum likelihood, but that
requires further assumptions on the distribution of the white noise errorsee,.

An dternative gpproach is nonlinear least squares estimation, together with the assumption that
e, =0forz <1, hence u, =0forr<land Y, = pfor r < 1. Theassumption ¢, =0 forz<1lis
asymptotically innocent: it does not affect the consstency or asymptotic normdity of the parameter
eslimates. The least squares problem involved is:



n
m'nZ et(G)z,

0 t=1
subject to

q p
e(0) = Z; ﬁjl(t—j>0)et7j(6) + Y| - 2; ocjl(t—j>0)(thj—p), t = 1,..n,

where 0 = (u,ocl,....,ocp,Bl,.___,ﬁq)T’

(22)

with /() the indicator function: /(true) = 1, /(fase) = 0. Under some regularity conditions, in particular
the condition that p and ¢ are correctly specified, and the condition that the errors ¢, are martingde
differences. Ele,le, ;.e, ,,e, 5,........] = 0, it canbe shown that the nonlinear least souares estimator

0 = (6y,....a&,,B;....0,)" isconsistent and asymptotically normally diistributed:

ﬁ(é -0) - Np+q+1[O,QilQZQ£1] in distribution,

where

n de (0 oe (0
Q, - imdy gf 2O <O 23)
n-ooM¢=1 aeT 00
z de (0) [ de (O
o - %@un{exq_
n-eo My=1 aeT 00
Moreover, these two matrices can be consistently estimated by
R 1<~k de(0) 1| de/(0) R 1 de (0) l[ de (0)
0, - Iy f Q- Y ¢ (0)] = ’
ni-1{ 007 08 ni-1 007 90

repectively.
Once we have estimated the parameters o, Bj , We can compute the Y;'s recursvely, as

, (24)
9-6

0-0

follows. Observefrom (18) that

e, = u, = D Yy (25)
j=0 '



Ifwesstin(2S5) u, = -1for¢t = -1, u, = O for ¢z = -1, then

j
e, =u,=-1
€ =~ Uy ~ Yol 1 = Yo
€ = U T Yollg ~ Vel g = Yy (26)
€y = Uy = Yolty = YUy ~YoU 1= Yy
e;';"§;:;";"6
Butit followsfrom (17) that dso
q P
e, = Zﬁjerj tu, - Yy U, . 27)
i1 i1

Thus if westin 27), u, = -1 fort = -1, u, = Ofor¢s # -1, ¢ = Oforj<-lLthene  =-1
and e, = vy, fort=0,12,..... Therefore, the y,'s can be solved recursively, on the basis of the

nonlinear least squares estimation results, by:

?717 =0 forj >0,

S o PR : 28)
Y] - ZBin*i + aj+lfor.] = 21----,]9_1,

_; forj > t+h-1 by [rand the other parameters by their estimates, yields

andreplacingin 21) ¥, _,



the recursive formula for the feasble best linear /-step ahead forecast:

h-2 t+h-2
T SRS RTRID Y L | (30)
J= J=h-

Asto the choice of p and ¢, there are afew modd selection tools on the market such asthe
Akake information criterion. However, if forecagting is the god, then the out-of-sample forecasting
performance is athe best criterion. Thus, select asub-sample Y ,....... Y, m < n, andedimatethe
parameters of the ARMA(p,¢q) modd using the sub-sample only. Then choose p and ¢ such that the
sum of squared out-of-sample forecast errors,

S, L)

isminima. Once you have determined p and ¢, re-estimate the parameters using the whole sample

Y, andforecast v, , by ¥

+hin*



