
EXISTENCE AND UNIQUENESS OF SOLUTIONS TO THE BELLMAN

EQUATION IN THE UNBOUNDED CASE

By Juan Pablo Rincón–Zapatero and Carlos Rodŕıguez–Palmero∗
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1. introduction

Many economic problems can be formulated as dynamic optimization models whose

ultimate representation is a recursive dynamic program. Dynamic programming tech-

niques and recursive methods, because of their wide applicability in such problems, have

proven to be very important tools for solving different dynamic models arising from almost

all branches of Economics: from Consumer Theory and Endogenous Growth, to Public

Finance and Investment Theory, among others. All of these fields, which are central issues

in Economics, allow us to understand efficient allocations in time of goods and resources.

In Stokey, Lucas, and Prescott (1989) the recursive approach is developed systemat-

ically, and is applied to dynamic economic problems where time plays an essential role.

However, with few exceptions, the theory is based on the boundedness of the return

function along feasible paths. In spite of this, there have been different studies allowing

unbounded returns, such as Boyd (1990), Streufert (1990, 1998), Becker and Boyd (1997)

and Durán (2000) for dynamic programming with recursive utility; Alvarez and Stokey

(1998) for the special class of homogeneous programs; Nakajima (1999) and the recent

paper of Le Van and Morhaim (2001) for additive and separable utilities. It is impor-

tant to disregard the hypothesis of boundedness since many interesting problems present

unbounded return functions, such as the models of endogenous growth in Romer (1986),

Lucas (1988), or Jones and Manuelli (1990).

The approach adopted by Boyd (1990), and further developed by Durán (2000), is

based on the introduction of a weighted norm in a certain space of continuous functions,

thus obtaining the contraction property for the Bellman operator. Although this approach

addresses the unbounded case, and can prove useful in specific problems, it seems difficult

to apply in a general context and, more importantly, uniqueness of solutions is only ob-

tained with respect to a limited class of continuous functions. Streufert (1990) introduces

the notions of lower and upper convergence, leading to the concept of biconvergence. He

defines the notion of admissibility and proves that under the assumption of biconvergence,

the value function is the unique admissible solution to the Bellman equation. One lim-

itation of his approach, however, is that he focuses exclusively on capital accumulation

problems. Furthermore, when lower convergence fails, as in the unbounded below case, he

only obtains upper semicontinuity for the value function.
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The analysis carried out by Alvarez and Stokey (1998) applies to homogeneous pro-

grams. These authors present sufficient conditions for the existence of solutions to the

Bellman equation, although the associated operator is not a contraction in the normed

space they consider.

Nakajima (1999) also makes a contribution to the subject where the contraction or

metric approach is avoided. It seems that the hypotheses proposed in his paper on con-

vexity and monotonicity are more demanding than is required to prove the existence of a

fixed point of the Bellman operator which coincides with the value function.

The method proposed in Le Van and Morhaim (2001) is based on the well known

fact that the value function is a solution to the Bellman equation (see Stokey, Lucas and

Prescott (1989)). They impose conditions to obtain upper semicontinuity, and then further

assumptions to achieve lower semicontinuity of the value function.

The consideration of the space of all continuous functions allows us to improve previous

research in some ways. Firstly, our conditions for the existence of a fixed point are easier

to test than those found in other papers. Secondly, in some instances we prove that the

solution to the Bellman equation is unique in the whole class of continuous functions and

finally, we give new existence theorems which can be applied to fairly general models.

Our approach is mainly based on metric fixed point theory. However, instead of consid-

ering normed space of functions, we focus on metric spaces, which are different depending

on the characteristics of the problem. When the utility function is continuous on the

technological set, we introduce two different complete metrics in the space of continuous

functions by means of a numerable family of seminorms. It is then shown that the Bellman

operator is, roughly speaking, a contraction. However, these metrics are not satisfactory in

the unbounded below case as the contraction property is obtained only if the discounting

factor is close to zero. In fact, the consideration of seminorms is clearly impossible in cases

where the utility function takes the value −∞ at some points. For our purpose, it is very

convenient to distinguish between two different types of unbounded below programs. On

one hand those programs where the utility function is not bounded below but is continu-

ous on the technological set, and on the other hand, those where the value function can

take the value −∞ at some points. For the former case we have truncated the technology

correspondence, approaching the fixed point by means of a sequence of fixed points of the
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truncated problems. For the latter, we return to the metric approach, but considering

a numerable family of semidistances instead of seminorms, suitable for our purposes. If

discounting and monotonicity are the main ingredients in the proof of the contraction

properties when using seminorms, convexity and monotonicity are the suitable properties

for the type of semidistances we consider. A relevant characteristic of our approach is that

the utility function can be unbounded above and below simultaneously.

The common critique to the contraction approach in the unbounded below case is based

on the two following points: (i) given that more than one solution to the Bellman equation

could exist, the contraction techniques are meaningless and (ii) the curvature of the felicity

function near problematic points could make the consideration of a norm on the space of

functions impracticable. However, a more detailed analysis of the problem provides us

with substantial information to argue against the aforementioned points. With respect

to the first point, we can choose an appropriate set of functions that the value function

belongs to and, as regards the second point, if the supremum norm is not adequate, we

can still define another suitable metric. Thus, in our opinion the metric approach is

very useful and efficient given that one can choose the adequate metric in the space of

continuous functions, to make use of the right properties of the operators and then to

apply the contraction technique to the operators.

Next we explain our main results. The main contributions of this paper are (i) to show

existence and uniqueness of the solution to the Bellman equation in the class of continuous

functions, whenever growth rates of the technology correspondence are bounded by one

in the long run (Theorem 3), or if this last condition does not hold, when the discounting

factor satisfies suitable bounds (Theorem 4), (ii) to prove existence of solutions when the

state space is a closed, convex and comprehensive subset of Rl+, the technology correspon-

dence satisfies a property of monotonicity and some technical assumptions are imposed

on the instantaneous return function (Theorem 5), (iii) to show existence of solutions for

problems where the return function can take the value −∞ (Theorem 6) and (iv) to prove

in all the above cases that the value function coincides with the fixed point and that it

can be approximated by the sequence of successive iterations of the Bellman operator.

The paper is structured as follows: In Section 2 we present two fixed point theorems

(Theorem 1 and Theorem 2) which are based on the Contraction Principle of Banach.
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In Section 3 we show that the aforementioned theorems can be applied to the Bellman

operator in some circumstances. When the result is not applicable, or if the discounting

factor is constrained, we can still recover existence of a fixed point with further hypotheses

for the return function and the technology correspondence by means of two different

approaches. The first is based on approximating the fixed point, whereas the second

relies on the definition of a family of semidistances. Finally, Section 4 concludes with

some additional remarks. All proofs can be found in the two appendixes.

2. two fixed point theorems

Through the paper X will be a topological space such that X =
⋃
jKj , where {Kj}

is a countable increasing sequence of nonempty and compact subsets of X such that for

all compact subset K of X, there exists j with K ⊆ Kj . Let C(X) denote the set of all

continuous functions over X with images in R. For each distance function (metric) dR

defined on R we can define a countable family of semidistances {dj} on C(X) given by

dj(f, g) = max
x∈Kj

dR(f(x), g(x)).(1)

A set A ⊆ C(X) is said to be bounded if there is a sequence {mj}, mj < ∞, such

that dj(f, g) ≤ mj for all f, g ∈ A, and for all j ∈ N. If dR is a metric induced by

a norm, then the above notion of boundedness coincides with the following. There is a

sequence {mj}, mj < ∞, such that dj(f, 0) ≤ mj for all f ∈ A, for all j ∈ N. The set

A is closed on C(X) if it is closed with respect to the topology generated by the family

of semidistances {dj}.
A metric d can be defined on C(X) in terms of {dj} as follows:

d(f, g) =
∞∑
j=1

2−j
dj(f, g)

1 + dj(f, g)
, for all f, g ∈ C(X).(2)

It is well known that the metric d induces the same topology on C(X) as the family

{dj}. If C(X) is complete with respect to the topology generated by {dj}, then it is easy

to verify that (C(X), d) is a complete metric space. Moreover, the topology generated

by the metric d is not normable. Furthermore, if dR is the Euclidean distance, then
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the semidistances are in fact seminorms, and convergence in distance d means uniform

convergence on compacta1.

Next, we introduce a definition characterizing the operators on C(X) that we will

consider throughout this paper.

Definition 1. Given k ∈ {0, 1}, an operator T : C(X) −→ C(X) is a k–Local Contrac-

tion ( k–LC) relative to A, A ⊆ C(X), if and only if dj(Tf, Tg) ≤ βj dj+k(f, g) for all

j ∈ N and for all f, g ∈ A, where 0 ≤ βj < 1 for all j ∈ N. When A = C(X) we simply

call T a k–LC.

By definition, it is clear that a 0–LC is also a 1–LC. Our main objective in this section

is to prove that under suitable hypotheses a 0–LC operator T has a unique fixed point

on C(X), although T need not be a contraction on the metric generated by the family

of semidistances. Proposition 1 below shows that a 0–LC is a nonexpansive mapping on

C(X) and is a contraction over bounded subsets of C(X). The reader must be aware that

it is not possible to apply the results of nonexpansive maps developed by Browder (1965)

as C(X) is not normable and hence is not a Banach space. However, whenever a 0–LC

maps a closed and bounded subset of continuous functions into itself, we can assure the

existence of a unique fixed point on C(X), as we show in Theorem 1. On the other hand,

the corresponding result for a 1–LC, which is stated in Theorem 2, is more limited and

does not operate in the whole space of continuous functions. Instead, we define in such

a case a metric that is well defined on a certain closed and bounded subset of continuous

functions.

Proposition 1. Let T : C(X) −→ C(X) an operator.

(a) If T is a 0–LC, then for each f, g ∈ C(X) there exists a constant αf,g ∈ [0, 1),

depending on f and g, such that

d(Tf, Tg) ≤ αf,g d(f, g).

(b) If T is a 0–LC relative to A, a bounded subset of C(X), then there exists a constant

α ∈ [0, 1), independent of f and g, such that

d(Tf, Tg) ≤ α d(f, g), for all f, g ∈ A.
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The bound αf,g appearing in (a) of Proposition 1 is not uniform over C(X); that

is, it depends on the particular choice of f and g. Therefore, we cannot conclude that

T is a contraction, but it only satisfies d(Tf, Tg) < d(f, g) for all f, g ∈ C(X). The

following example illustrates this fact: Let us consider the set X = R, and the operator

T : C(X) −→ C(X) given by Tf = 1
2f for all f ∈ C(X). Let {Kj} be any countable

increasing sequence of nonempty and compact subsets of R such that R =
⋃
jKj . It is

trivial that T is a 0–LC, and (a) of Proposition 1 holds. On the other hand, let us consider,

for each n ∈ N, the constant function f ≡ n; then it follows that d(Tf, T0) = n/(2 + n)

and d(f, 0) = n/(1 + n), so for any σ ∈ (0, 1), we have d(Tf, T0) = ((1 + n)/(2 +

n))d(f, 0) > σd(f, 0) for n large enough. As a consequence, T is not a contraction

on C(R) although it presents a unique fixed point, the null function, in agreement with

Theorem 1, which is the main result in this section and is stated next.

In the following result we show that whenever a 0–LC maps a closed and bounded

subset of C(X) into itself, then we can assure the existence of a unique fixed point on

C(X).

Theorem 1. Let T : C(X) −→ C(X) such that T is a 0–LC and T : A −→ A, where

A is a closed and bounded subset of C(X). Then

(a) T is a contraction on A and admits a fixed point f̂ , f̂ ∈ A, which is unique on

C(X).

(b) For any f ∈ C(X), Tnf
d→ f̂ as n→∞.

Remark 1. (i) One important aspect from a computational point of view is whether the

fixed point can be approached by successive iterations of the operator T, over any point

of C(X). It is worth noting that the sequence of iterates of a 0–LC T over any function

f ∈ C(X) converges to the fixed point, although T need not be a contraction.

(ii) It is important to note that the existence of the fixed point is still guaranteed if T is

only a 0–LC relative to a closed set A ⊆ C(X) and not over the whole of C(X). However,

it is not then possible to assure uniqueness of the fixed point on C(X). Also in this case,

convergence of the successive approximations from an arbitrary element of C(X) can fail.
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Let us now consider a 1–LC operator T . Suppose that T : A −→ A, with A a

closed and bounded subset of C(X). Let {mj} be a sequence of real numbers such that

dj(f, g) ≤ mj for all f, g ∈ A, and for all j ∈ N. For c ∈ R satisfying c > 1 and∑
j c
−jmj <∞ we can define the distance

dc(f, g) =
∞∑
j=1

c−jdj(f, g),

which is well defined on A. It follows that (A, dc) is a complete metric space and that

convergence with respect to dc means uniform convergence on compacta of X, whenever

dR is the Euclidean distance.

Theorem 2. Let T : A −→ A such that T is a 1–LC relative to A, where A is a

closed and bounded subset of C(X) such that dc is well defined on A for some c > 1,

supβj = β < 1 and cβ < 1. Then

(a) T is a contraction on A and admits a unique fixed point f̂ on A.

(b) For any f ∈ A, Tnf
dc→ f̂ as n→∞.

Remark 2. It is clear that we could have extended the definitions and results above

to more general classes of functions other than continuous. For example, if we define

the metric by means of a family of seminorms, we can consider functions (not necessarily

continuous) that are bounded on bounded subsets of X. In this case we have to replace

max by sup in the definition of the seminorms. It is easy to show that this new metric

space is also complete, thus enabling us to rule out the hypothesis of continuity for the

utility function defining the Bellman equation. Within the literature on this subject,

interesting problems arise, such as those of multisector models, which do not meet the

assumption of continuity (see Dutta and Mitra (1989)).

3. applications to dynamic programming

In this section we study dynamic programming problems setting as reduced form mod-

els. That is to say, the single–period reward depends only on the vector of state variables
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at the begining and end of the period. The dynamic optimization problem consists in

solving the following maximization problem:

v?(x0) = max
{xt+1}∞t=0

∞∑
t=0

βtU(xt, xt+1)

s.t. xt+1 ∈ Γ(xt), t = 0, 1, 2, . . .(3)

x0 ∈ X fixed,

where X is a subset of Rl, U : Graph(Γ) −→ R is the return function, β ∈ (0, 1) is the

discounting factor, Γ : X −→ 2X is the technological correspondence giving the set of

admissible actions from any x ∈ X, v? is the value function, and v?(x0) is the optimal

value as a function of the initial condition x0. Let us consider the space Z = X×X×· · ·,
and define Π : X −→ Z by

Π(x0) = {x̃ = (xt) = (x0, x1, . . .) ∈ Z | xt+1 ∈ Γ(xt), t = 0, 1, . . .}, x0 ∈ X.

For any x̃ ∈ Π(x0), let S(x̃) =
∑∞

t=0 β
tU(xt, xt+1) be the total discounted returns. The

following assumptions are typically made in this context:

(DP1) Γ is nonempty, continuous and compact valued.

(DP2) U : Graph(Γ) −→ R is continuous.

The above hypotheses enable the application of Berge’s Theorem of the Maximum,

and consequently, the Bellman operator

Bf(x) = max
y∈Γ(x)

(U(x, y) + βf(y))

is well defined on the space of continuous functions on X. There is a close connection

between a solution of the Bellman equation, Bf = f , and the value function. With suitable

conditions, a fixed point of B is the value function of the problem (3), and, conversely, if

the value function is upper semicontinuous and finite, then it is a solution of the Bellman

equation as is shown in Stokey, Lucas, and Prescott (1989).

We will now proceed to introduce the notation that will be used in the analysis of the

maximization problem (3). Given a return function U , and a technological correspondence
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Γ, we denote

Γ(Kj) =
⋃
x∈Kj

Γ(x).

It should be noted that, under assumptions (DP1), Γ(Kj) is compact. We also define

the function ψ(x) = maxy∈Γ(x) U(x, y), for all x ∈ X. Under the conditions (DP1) and

(DP2), ψ is continuous, by Berge’s Theorem of the Maximum.

3.1. General Case

In order to exploit the properties of the Bellman operator, monotonicity and discount-

ing, we set as the real metric dR the Euclidean distance, dR(x, y) = |x − y|. From this

metric (norm)a family of semidistances (seminorms) {dj} on C(X) is obtained, defined

as in (1) by

dj(f, g) = max
x∈Kj

|f(x)− g(x| = ‖f − g‖Kj (dj(f, 0) = ‖f‖Kj ).

As we have already justified, C(X) is a complete metric space with respect to the following

metric d, defined as in (2) by

d(f, g) =

∞∑
j=1

2−j
‖f − g‖Kj

1 + ‖f − g‖Kj
.

A natural application of Theorem 1 for the operator appearing in the context of dy-

namic programming is the following result. The proof relies on the properties of mono-

tonicity and discounting of the Bellman operator; conditions already used by Blackwell

(1965) and Denardo (1968).

Theorem 3. Let B be a Bellman operator satisfying (DP1) and (DP2) so that there

exists a countable increasing sequence {Kj} of nonempty and compact subsets of X with

X =
⋃
jKj satisfying Γ(Kj) ⊆ Kj for all j ∈ N. Then

(a) The Bellman equation has a unique solution f̂ on C(X). Furthermore, f̂ satisfies

‖f̂‖Kj ≤
‖ψ‖Kj
1− β

for all j ∈ N.
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(b) The value function v? is continuous and coincides with the fixed point f̂ .

(c) For any f ∈ C(X), Bnf d→ v? as n→∞.

The fulfillment of the assumption Γ(Kj) ⊆ Kj for every j is valid in many cases

provided we make a good choice of the family {Kj}. This is easy to see in a one–sector

model. Let f denote the one–sector production function and assume that this technology

is productive ( f(x) > x for some x > 0 ) and there is a maximum sustainable stock

b = f(b) > 0. The correspondence Γ is defined by the relation Γ(x) = [0, f(x)]. It is clear

that for any productive capital stock j where f(j) > j and Kj = [0, j], then it will be

the case that Γ(Kj) * Kj . However, if Kj = [0, bj] is chosen instead, then Γ(Kj) ⊆ Kj

is obtained. Another family of examples where Γ(Kj) ⊆ Kj holds are those in which

Γ(x) = [0, x]. In this case it is clear that such a property is true whenever Kj = [0, j], for

any continuous return function. Example 1 below shows how to apply Theorem 3 to more

general contexts where the correspondence Γ is bounded from above by one in the long

run.

The assumption Γ(Kj) ⊆ Kj can sometimes be weakened in applications as the sub-

sequent remarks and Example 2 demonstrate. In particular, the next remark is crucial in

this respect.

Remark 3. The proof of Theorem 3 shows

‖Bf − Bg‖Kj ≤ β max
y∈Γ(Kj)

|f(y)− g(y)|, for all f, g ∈ C(X).

This means that if we find a sequence {αj} and a bounded and closed subset of continuous

functions A ⊆ C(X), such that

max
y∈Γ(Kj)

|f(y)− g(y)| ≤ αj ‖f − g‖Kj for all f, g ∈ A,(4)

with β supαj < 1 and B maps A into A, then B is a 0–LC relative to A, and conse-

quently it has a unique fixed point in A. Inequality (4) is the critical step in the proof

of Theorem 3 and assuming Γ(Kj) ⊆ Kj for all j is just a convenient means to that

end, although it is not the only one. In the latter situations we show that there are other

ways of showing that (4) holds, as in the familiar homogeneous case, which is studied in

Example 2.
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Example 1 (Technological correspondence with growth rate bounded by one in the long

run). The hypotheses of Theorem 3 are fulfilled in problems such that X is closed, and

the correspondence Γ satisfies

There exists R > 0 such that ‖x‖ ≥ R⇒ ‖y‖ ≤ ‖x‖, for all y ∈ Γ(x).

In this case, to apply Theorem 3 it is sufficient enough to consider the countable increasing

sequence {Kj} of nonempty and compact subsets of X given by2 Kj = X ∩ B(0, jr),

where r = max{‖y‖ : y ∈ Γ(B(0, R) ∩X)}. In consequence, Theorem 3 is applicable to

any dynamic optimization problem with a technological correspondence with superlinear

growth on a bounded subset of X, whenever the growth rate is bounded by one in the

long run.

Example 2 (Homogeneous case). Alvarez and Stokey (1998) study the case where U is

homogeneous of degree θ ∈ R and Graph(Γ) is a cone. We will distinguish the cases

θ ≥ 0 and θ < 0.

In the first case, we suppose that ‖y‖ ≤ γ‖x‖ for all y ∈ Γ(x), for all x ∈ X, for

some γ > 1 satisfying βγθ < 1 (when γ ≤ 1, it is clear that Γ(Kj) ⊆ Kj and Theorem

3 applies). A suitable countable family of compact sets is given by Kj = X ∩ B(0, j).

That way, it is straightforward to show that (4) is satisfied with αj = γθ for all j ∈ N
and with the set A defined by

A =
{
f ∈ C(X) : f is homogeneous of degree θ, ‖f‖Kj ≤

‖ψ‖Kj
(1− γθβ)

∀j ∈ N
}
.(5)

In the second case, we adopt the hypotheses 0 /∈ X, and ‖y‖ ≥ ξ‖x‖ for all y ∈ Γ(x),

for all x ∈ X, for some ξ > 0 satisfying βξθ < 1. Notice that there is no need to

adopt any assumption on the growth of the return function. Now the countable family

of compact sets is given by Kj = {x ∈ X : 1/j ≤ ‖x‖ ≤ j}. Note that Γ(Kj) 6⊆ Kj

because 0 /∈ X. An easy calculation once again shows that (4) is satisfied with the set A

defined as in (5) and αj = ξθ for all j ∈ N. To see this, let x ∈ Kj , y ∈ Γ(x), and f is

homogeneous of degree θ. Then
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|f(y)| = (‖y‖j)θ
∣∣∣f ( y

‖y‖j

)∣∣∣
≤ (ξ‖x‖j)θ

∣∣∣f ( y
‖y‖j

)∣∣∣ (because ‖y‖ ≥ ξ‖x‖ and θ < 0)

≤ ξθ
∣∣∣f ( y

‖y‖j

)∣∣∣ (due to ‖x‖ ≥ 1
j )

≤ ξθ ‖f‖Kj (because y
‖y‖j ∈ Kj).

Thus maxy∈Γ(Kj) |f(y)| ≤ ξθ ‖f‖Kj , and hence maxy∈Γ(Kj) |f(y)− g(y)| ≤ ξθ ‖f − g‖Kj
for all f, g ∈ A. In Subsection 3.3 we will give another result replacing the condition

‖y‖ ≥ ξ‖x‖ for all y ∈ Γ(x), for the weaker one: there exists some y ∈ Γ(x) satisfying

‖y‖ ≥ ξ‖x‖.

For any compact technological correspondence Γ, to build a sequence of increasing

compact sets {Kj} covering X and such that Γ(Kj) ⊆ Kj+1 is always possible. In other

words, for any Bellman operator B, the following property

‖Bf − Bg‖Kj ≤ β max
y∈Γ(Kj)

|f(y)− g(y)| ≤ β ‖Bf − Bg‖Kj+1 , for all f, g ∈ A

holds for an appropriate sequence of compact sets {Kj}, and consequently B is always3

a 1–LC on C(X). In order to apply Theorem 2 in such a case, we need to find a bounded

and closed set of continuous functions A, which is mapped into itself by B and such that

the metric dc is well defined on it for some c > 1.

Theorem 4. Let B be a Bellman operator satisfying (DP1) and (DP2) so that there ex-

ists a countable increasing sequence {Kj} of nonempty and compact subsets of X with

X =
⋃
jKj satisfying Γ(Kj) ⊆ Kj+1 for all j ∈ N. Assume that the series

∑∞
j=1 c

−j‖ψ‖Kj
is convergent for some c > 1, satisfying cβ < 1. Then

(a) There exists a closed and bounded subset A ⊆ C(X) such that the Bellman equation

has a unique solution f̂ on A. Furthermore, f̂ satisfies

‖f̂‖Kj ≤
∞∑
l=j

βl−j‖ψ‖Kl for all j ∈ N.

(b) The value function v? is continuous and coincides with the fixed point f̂ .
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(c) For any f ∈ A, Bnf dc→ v? as n→∞.

Remark 4. Boyd’s Theorem (1990) is based on the existence of a continuous and positive

function ϕ satisfying supx∈X ψ(x)/ϕ(x) = d < ∞ and maxy∈Γ(x) ϕ(y) ≤ γϕ(x) for all

x ∈ X, for some γ > 0 such that βγ < 1. Thus, in those cases where the construction

of the sequence {Kj} of nonempty and compact sets that cover the state space and that

satisfy Γ(Kj) = Kj+1 being possible, the hypotheses of Boyd’s Theorem are sufficient to

apply Theorem 4. Actually, the bound

‖ψ‖Kj+1
≤ d ‖ϕ‖Kj+1

≤ dγ ‖ϕ‖Kj ≤ · · · ≤ dγ
j ‖ϕ‖K1

holds for some constant d > 0, where βγ < 1. It is then obvious that there exists c with

1 < c < 1/β and such that the series in the statement of the Theorem 4 converges.

Example 3 (Bounded returns). When ψ is bounded –as when the instantaneous return

function U is bounded– Theorem 4 shows that the solution to the Bellman equation is

unique in the class of bounded functions. This is the well known classical result established

by Blackwell (1965) and Denardo (1968).

Example 4 (Returns that are bounded below but not above, Nakajima (1999)). Using

Theorem 4, we can prove and extend the results of Nakajima regarding returns that are

bounded below but not above. In addition to continuity of U and Γ, this author originally

uses the following assumptions:

a) U is increasing in x and decreasing in y.

b) Γ is monotone increasing.

c) A ≤ U(x, y) ≤ B ‖x‖θ + b for all (x, y) ∈ Graph(Γ), for some constant A, and some

positive constants B, b, and θ, with θ < 1.

d) There exists a vector xu ∈ X such that for each x ∈ X, x 6= 0, with ‖x‖ ≤ ‖xu‖,
there exists y ∈ Γ(x) satisfying ‖y‖ ≥ α‖x‖ for some α > 1 with αθβ < 1.

Under these conditions, Nakajima (1999) shows uniqueness of solutions to the Bellman

equation –in fact, existence of the value function– on a certain space, and also conver-

gence to it for the successive iterations of the Bellman operator from any initial function

14



in such space. The approach of this author does not make use of the Contraction Mapping

Theorem. As we shall see now, his assumptions allow us to apply Theorem 4, and con-

sequently, the Bellman operator is a contraction in the metric space we have considered.

Let us observe that neither the monotonicity of Γ and U , nor the restrictions θ < 1 and

α > 1 are necessary requirements to obtain such a conclusion.

Our results permits us to extend the above sufficient conditions. Let us define the

sequence {Kj} of compact subsets by

Kj = Γ(K0) ∪B(0, ‖xu‖αj), where K0 = B(0, ‖xu‖).

It then follows that Γ(Kj) ⊆ Kj+1. Moreover, since αθβ < 1, there exists c > αθ (c > 1),

such that αθβ < cβ < 1. For this value of c we have

∞∑
j=1

c−j‖ψ‖Kj ≤
∞∑
j=1

c−j max{|A|, B‖x‖θKj + b}

≤
∞∑
j=1

c−j max{|A|, B‖x‖θΓ(K0) + b, B‖xu‖θαθj + b} <∞.

Hence Theorem 4 is applicable. It is also evident that the lower bound of the return

function U can be removed and replaced by the following: |U(x, y)| ≤ B‖x‖θ + b, for all

(x, y) ∈ Graph(Γ). This constitutes a further generalization of Nakajima’s result.

The approach we have followed up to now applies to rather general problems. However,

in some instances it is not fully satisfactory, as in the so–called unbounded below programs,

which are studied in the following subsections.

3.2. Unbounded Below Case (truncation approach)

Even if there is no sequence of compact sets {Kj} satisfying the hypotheses of Theorem

3, in some cases we can prove the existence of a solution to the Bellman equation. Such

a procedure consists of considering truncations Γi of the technological correspondence Γ,

to apply Theorem 3 to each Γi and then to take limits as i → +∞ in the sequence of

associated fixed points.

Let us suppose that X and Γ satisfy the following conditions:
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(DP3) X is a nonempty, closed, convex and comprehensive subset4 of Rl+.

(DP4) Graph(Γ) satisfies: x̂ ≥ x⇒ (x̂, y) ∈ Graph(Γ), for all (x, y) ∈ Graph(Γ).

Note that (DP4) does not imply free disposal for Graph(Γ). In particular, (0, 0)

may not belong to Graph(Γ). (DP4) means that if an action is available today, then

it is available for ever. Let us define Xi = B(0, i− 1) ∩ X, i ∈ N. It is clear that

Xi ⊆ Xi+1 for all i ∈ N, and X =
⋃
iXi. For any x ∈ X, let us denote PXi(x) the

(unique) projection of x on the convex set Xi. For each i ∈ N, we define the (truncated)

correspondence Γi as follows:

Γi(x) =


Γ(x), if x ∈ Xi

Γ(PXi(x)), if x /∈ Xi.

From Berge’s Theorem Γi is continuous and compact valued and Γi(x) ⊆ Γi+1(x) for all

x ∈ X, i ∈ N. Furthermore, (DP3), (DP4) and some properties of the projection map

on closed and convex subsets of Rl+ imply Γi(x) ⊆ Γ(x) for all x ∈ X, i ∈ N. This is

proven in (i) of Appendix B.

To each Γi we can associate a truncated Bellman operator Bi on C(X) defined by

Bi f(x) = max
y∈Γi(x)

(U(x, y) + βf(y)) .

From Example 1, Bi is a 0–LC on C(X), with respect to a suitable sequence of compact

sets {Ki
j} depending on the index i (giving rise to different distances di on C(X)).

Therefore, the conclusions of Theorem 3 are applicable to the operators Bi. Let us denote

fi the unique fixed point of Bi on C(X).

The following result establishes a necessary condition for the existence of fixed points

of B in terms of the boundedness of the sequence {fi}.

Proposition 2. Let X and B satisfy assumptions (DP1) to (DP4). If B has a fixed

point on C(X), then the sequence {fi} is bounded on C(X).

It can be easily proven that {fi} is an increasing family (see item (ii) of Appendix

B). An immediate consequence of this and of the above proposition is the following result

that might prove useful to conclude, at least heuristically, the nonexistence of solutions to

the Bellman equation with the aid of computational methods.
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Corollary 1 Let X and B satisfy assumptions (DP1) to (DP4). If supi∈N fi(x) =∞
for some x ∈ X, then B has no fixed points on C(X).

It is important to note that the finiteness of f̂ = supi∈N fi = limi→∞ fi is not sufficient

for f̂ to be a solution to the Bellman equation on C(X) as this function is only lower

semicontinuous as the supremum of continuous functions, and could be discontinuous.

However, in (iii) of Appendix B, it is shown that it satisfies the equation

f̂(x) = sup
y∈Γ(x)

(U(x, y) + βf̂(y)),(6)

whenever supi∈N fi is finite on X. Furthermore, the proof of Proposition 2 shows that f̂

is the minimum function –continuous or not and in a pointwise sense– that satisfies (6).

This property will be used in the proof of Theorem 5 below.

Our purpose is now to impose conditions such that the functions fi converge uniformly

over compact subsets of X to a fixed point of B. In the following, for each x0 ∈ X and

i ∈ N, Πi(x0) denotes the set of admissible paths (xt) from x0 such that xt+1 ∈ Γi(xt)

for all t. Π0(x0) stands for the subset of Π(x0) of all admissible paths x̃ from x0 such

that S(x̃) exists and S(x̃) > −∞. The negative part of a real function f , denoted f−,

is defined by the expression f− = min{0, f}.
The norm of a function measures the size of the function in both positive and negative

directions. Hence the growth of a function from below along the technological correspon-

dence is as important as the growth from above. This motivates the constraint on the

discount rate when we apply Theorem 4 to unbounded below programs. However, the

Bellman operator is defined as a maximum, so intuitively the main difficulty in assuring

the existence of a solution to the functional equation comes from the upper values of the

return function. Theorem 5 avoids this kind of difficulty.

Theorem 5. Let X and B satisfy assumptions (DP1) to (DP4), as well as the further

conditions:

(i) There exists an upper semicontinuous function g satisfying fi ≤ g for all i ∈ N
and such that for all x̃ ∈ Π(x0), all x0 ∈ X, lim sup

t→∞
βtg(xt) ≤ 0.
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(ii) For each x̃ = (xt) ∈ Π0(x0), all x0 ∈ X, there exists a ∈ X with a ∈ Γ(xt) ∩ Γ(a)

for all t large enough, and such that lim
t→∞

βtU−(xt, a) = 0.

Then,

(a) The Bellman equation has a solution f̂ on C(X). Furthermore, fi converge to f̂

uniformly on compact subsets of X.

(b) The value function v? is continuous and coincides with the fixed point f̂ .

(c) f̂ ≤ f? for any fixed point f? of the Bellman operator. Actually, f̂ is the unique

solution satisfying lim supt→∞ β
tf̂(xt) ≤ 0.

(d) For any i ∈ N, Bnfi converges to v? uniformly on compact subsets of X as n→∞.

Remark 5. (i) It is convenient to characterize those paths belonging to the set Π0(x0).

A necessary condition is that limt→∞ β
tU−(xt, xt+1) = 0 and limt→∞ β

tψ−(xt) = 0,

which will be used in later examples. This observation is based on the inequalities −∞ <∑∞
t=0 β

tU−(xt, xt+1) ≤
∑∞

t=0 β
tψ−(xt).

(ii) A crucial assumption in Theorem 5 is the boundedness of the sequence {fi} by an

upper semicontinuous function g satisfying (i). The existence of such a function can be

asserted by means of a one side condition à la Boyd. Let us suppose that there exists an

upper semicontinuous function w : X −→ R+ satisfying

ψ ≤ w, and max
y∈Γ(x)

w(y) ≤ γw(x) for all x ∈ X, γ > 0, with βγ < 1.

Then, if f(x) ≤ w(x)/(1− βγ), Bf satisfies the same inequality

Bf(x) ≤ ψ(x) + β max
y∈Γ(x)

f(y)

≤ w(x) +
β

1− βγ
max
y∈Γ(x)

w(y)

≤
(

1 +
βγ

1− βγ

)
w(x)

=
w(x)

1− βγ
.
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It is now obvious that each of the functions fi are bounded in the same way, as the

operator Bi is a contraction and the convergence of functions conserves the above property.

We define the function g as g(x) = w(x)/(1 − βγ). Given xt ∈ Γ(xt−1), it follows

g(xt) ≤ γg(xt−1), and hence by recurrence βtg(xt) ≤ (βγ)tg(x0) for t ∈ N. Condition (i)

in Theorem 5 is then obviously fulfilled. It is worth noting that the existence of a suitable

function w bounding ψ does not require linear growth, either in the return function or

in the technological correspondence.

(iii) Another useful observation is that in some problems the function f1 is easily computed

and so the successive iterates Bnf1 can be readily calculated. When Γ(0) = {0}, f1 is

given by U(x, 0) + βf1(0) = f1(x) and f1(0) = U(0, 0)/(1− β).

(iv) Of course, it would be of some interest to establish sufficient conditions in order fo

condition (ii) of the above theorem to holds. This is the case if either of the two following

conditions holds,

– U is increasing in x. We have U(xt, 0) ≥ U(0, 0). Hence for every (xt) ∈ Π(x0),

0 ≥ limt→∞ β
tU−(xt, 0) ≥ limt→∞ β

tU−(0, 0) = 0.

– U is nonincreasing in y. In this case, U(xt, xt+1) ≤ U(xt, 0). If (xt) ∈ Π0(x0), then

0 = limt→∞ β
tU−(xt, xt+1) ≤ limt→∞ β

tU−(xt, 0) ≤ 0.

Now we analyze some examples showing the scope of Theorem 5.

Example 5 Let U(x, y) = −mx+ y, with m ≥ 2, Γ(x) = [0, 2x] and X = R+. The con-

ditions (DP1) to (DP4) are trivially fulfilled. The case m = 2 is rather pathological. The

value function in this case is v? ≡ 0, but when β > 1/2, f̂ = sup fi = −2x. Truncation

therefore provides an incorrect solution. Indeed, for all x0 > 0, if we define xt = 2tx0 for

all t, the path (xt) belongs to Π0(x0) and limt→∞ β
tU(xt, a) = limt→∞ β

t(−m2tx0+a) =

−∞ for all a ∈ R+. Hence (ii) of Theorem 5 is not satisfied, as expected. However, the

problem can be easily dealt with using Theorem 4, since in this case ψ is bounded –in

fact, the zero function– so there are no constraints on β (see Example 3). Moreover, it is

easy to check that Theorem 5 is applicable if m > 2 for every β < 1, although Theorem

4 needs β < 1/2. Let us observe that with Boyd’s approach, a natural choice for ϕ is

19



ϕ(x) = 1 + x, which imposes the limitation β < 1/2 over the discounting factor, a fact

that can be easily computed.

Consider now the return function U(x1, x2, y1, y2) = xm1 − x2m
2 − y1 − y2, m ∈ N and

the technological correspondence Γ(x1, x2) = [0, 2x1]× [0, x2
2] defined on X = R2

+. In this

example ψ(x1, x2) = xm1 − x2m
2 is unbounded below and above. Theorem 5 assures that

the Bellman equation has a solution for all β < 1/2m. Let us again compare this result

with that obtained by means of Boyd’s approach. A reasonable sensible selection for ϕ

in this case seems to be ϕ(x1, x2) = 1 + xm1 + x2m
2 . This choice implies β = 0. It can be

seen that neither the results of Nakajima (1999) nor those of Le Van and Morhaim (2001)

are applicable when m ≥ 2, as the return function does not have linear growth.

Example 6 (General quadratic return function). An important class of dynamic opti-

mization problems are those in which the return function is quadratic. Linear–quadratic

dynamic optimization programs appear, for instance, in many macroeconomics models (see

Ljungqvist and Sargent (2000)), or as an approximation to the original decision model that

allow us to compute an approximate solution. The attractive feature of a quadratic prob-

lem is that it is possible to give a closed form solution to the Bellman equation, whenever

there are no constraints on the decision variables. The usual method is to postulate a

quadratic functional form for the value function and then to determine the unknown co-

efficients. However, this method of guessing does not work in the presence of constraints,

since the value function is no longer quadratic. Hence, it is of interest to decide whether

there exists a solution to the Bellman equation.

Let us consider U(x, y) = x′Ax+ y′By+ x′Cy+ x′d+ y′e, X = Rn+, and Γ satisfying

assumptions (DP1) to (DP4). The matrices A, B, C and the column vectors d, e are

of order n. We make the following assumption:

lim
‖x‖→∞

ψ(x)/‖x‖2 = K < 0.(7)

It turns out that ψ is bounded above because, in particular, it is counter–coercive (see

Rockafellar and Wets (1998)) and so is the sequence {fi}. Hence, item (i) in Theorem

(5) holds. On the other hand, given (xt) ∈ Π0(x0), we know that limt→∞ β
tψ−(xt) =

limt→∞ β
tψ(xt) = 0, which, from (7), implies limt→∞ β

t‖xt‖2 = 0. It then follows that

limt→∞ β
t‖U(xt, 0)‖ = limt→∞ β

t‖x′tAxt + x′td‖ ≤ limt→∞ β
t(‖xt‖2 ‖A‖ + ‖xt‖ ‖d‖) = 0,
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and consequently item (ii) in Theorem (5) holds as well. Hence, the hypotheses are fulfilled

for all β < 1 and all the conclusions are applicable.

Let us observe that if we consider a weighted norm space where the Bellman operator

is a contraction, the weighing function ϕ must be quadratic. In such a case, the condition

appearing in Boyd’s Theorem, βmaxy∈Γ(x) ϕ(y) ≤ θϕ(x) for all x ∈ X, with θ < 1,

implies a constraint on β. For example, if we set the scalar case with A = −(a + b)/2,

B = −c/2, C = c, d = a, e = 0, a, b, c > 0, and Γ(x) = [0, 2x] (this is an example

in Stokey, Lucas and Prescott (1989, pp. 95–96)), then Boyd’s approach gives β < 1/2.

At the same time, Theorem 4.14 in Stokey, Lucas and Prescott (1989) is not of direct

application in this case, as we do not know the functional form of the value function,

and also since, with constraints, the successive iterates of the Bellman operator can be

difficult to compute. On the other hand, to apply Theorem (5) to this problem, we

need only to show that property (7) holds. Yet, ψ(x) = ax − (b/2) x2, and therefore

lim|x|→∞ ψ(x)/|x|2 = −b/2 < 0. Hence, all the conclusions of Theorem (5) are true, which

in particular implies the existence of a fixed point coinciding with the value function, for

all β < 1. Note that, if in this example we set Γ(x) = [0, f(x)], with f(x) ≥ x, then the

same conclusions could be assured.

Example 7 (Learning by doing). This is a very interesting example from an economic

point of view and shares many features with the quadratic return problems that are

unbounded below. Furthermore, it shows that another type of alternative truncation to

those given can be possible in some problems. In this model a monopolist is producing a

new product. The production function exhibits learning by doing, that is to say, the unit

cost falls over time as the cumulative experience increases (we refer for details to Stokey,

Lucas and Prescott (1989) and references cited therein). The instantaneous profit function

of the monopolist is given by

U(Qt, Qt+1) = (Qt+1 −Qt) (φ(Qt+1 −Qt))− γ(Qt+1 −Qt, Qt),

where Qt denotes cumulative experience, U : R+ × R+ −→ R+ is bounded above,

φ : R+ −→ R+ is a stationary inverse demand function and γ : R+ × R+ −→ R+

relates unit cost to cumulative experience. The latter two functions are continuous and

γ(0, Q) = 0 for all Q ≥ 0. We replace the variables Qt+1 by y and Qt by x. We first

21



consider the Bellman operator associated to the problem as

Bf(x) = sup
y≥x

((y − x) (φ(y − x))− γ(y − x, x) + βf(y)) ,

for f continuous and bounded above. We identify X = R+ and Γ(x) = [x,∞). Of course,

Γ is not compact valued, so (DP1) is not fulfilled. On the other hand, (DP4) does not

hold either. However, this is not a problem, as a few changes in the form of the truncations

of the technology set allow us to obtain the desired conclusions. The truncations are now

given by Γi(x) = [x, i − 1], if x ≤ i − 1 and Γi(x) = {x} if x ≥ i − 1, i ∈ N. Notice

that we do not need (DP4) to define these truncations. For every i ∈ N we can take the

compact sets Ki
j = [0, j(i− 1)], which in fact satisfy Γi(K

i
j) = Ki

j . The correspondences

Γi verify (DP1) and the hypotheses in Theorem 3, so there exists a well defined sequence

of continuous and bounded above functions {fi}, such that the upper limit, f̂ , is lower

continuous and satisfies the functional equation

Bf̂(x) = sup
y≥x

(
(y − x) (φ(y − x))− γ(y − x, x) + βf̂(y)

)
.(8)

In order to prove continuity for the function f̂ , it is sufficient to justify that the

hypotheses of Theorem 5 hold. First, it is clear that the property (i) is satisfied because

U is bounded above, so the only remaining question is whether (ii) holds. However, in

the proof of the aforementioned theorem, the constant action a ∈ Γ(xt) can be replaced

in this case by the action xt ∈ Γ(xt), whenever limT→∞
∑∞

t=T+1 β
tU(xt, xt) ≥ 0, for

every (xt) ∈ Π0(x0). This is obvious since U(xt, xt) = 0. Hence, the function f̂ is

continuous and satisfies the equation (8). Furthermore, since f1(x) = 0 for all x ∈ R+,

Bn0 converges to the value function, v?, uniformly on compact subsets of R+ as n→∞.

Finally, we prove that f̂ satisfies the equation

Bf̂(x) = max
y≥x

(
(y − x) (φ(y − x))− γ(y − x, x) + βf̂(y)

)
.

Given that the maximum operation is not constrained to a compact subset, we need

to impose some additional hypothesis over U , so that the maximum can be effectively

attained and sup can be changed by max. To this end, we consider the following property

lim
‖(x,y)‖→+∞

U(x, y)

‖(x, y)‖
= −∞,(9)
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whenever (x, y) ∈ Graph(Γ). Then the upper sections {(x, y) ∈ Graph(Γ) : U(x, y) ≥ r}
are compact and consequently U has a global maximum on the graph of the technolog-

ical correspondence (see Rockafellar and Wets (1998)). The hypotheses put forward by

Stokey, Lucas and Prescott (1989) imply in particular this property for the benefit func-

tion, although in our framework there is no need to consider other concavity or smoothness

assumptions. Taking property (9) into account, we know that given any M > 0, there

exists m > 0 such that ‖(x, y)‖ ≥ m implies U(x, y) < −M‖(x, y)‖. Now consider the

function Bf̂ defined on X. Let x ∈ X, x ≥ m; then

f̂(x) = Bf̂(x) = supy≥x (U(x, y) + βf̂(y))

≤ supy≥x (−M‖(x, y)‖+ βK) (K is the upper bound for f̂)

≤ −Mx+ βK.

Thus, limx→+∞ Bf̂(x)/x = −∞, and therefore Bf̂ has compact upper sections, so the

maximum is effectively attained on [x,∞).

3.3. Unbounded Below Case (metric approach)

Our main concern in this subsection is to show that contraction techniques are still

useful when the state space is X = Rl+, the return function is unbounded below and above

and U can take the value −∞ at some points of the technological set. These types of

problems do not admit a useful truncation of the technological correspondence as in the

previous subsection, so the approach given now is quite different. Actually, we return to

the first approach of this study, that is to say, we try to prove that the Bellman operator is

a contraction with respect to an adequate metric. Experience says that we cannot expect

the operator to be a contraction if the metric is defined in terms of a norm or a family

of seminorms, when the discounting factor is close to 1. This fact has already been noted

by Boyd (1990), Alvarez and Stokey (1998), Streufert (1998) and Durán (2000) among

others.

The two main properties of the operator leading to the contraction property in the

supremum norm are monotonicity and discount. However, there is another interesting

property of the Bellman operator that is convexity. The definition of the equation of

dynamic programming as a maximization operation implies that the Bellman operator is
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–in a pointwise sense– convex. Convexity and monotonicity5, joined to the definition of

a suitable distance in a certain space of functions, will be the main ingredients making it

possible for the operator to be a contraction.

In the following, we will use this definition: given two strictly negative functions f, g,

continuous on X? = X \ {0}, we say that f/g = O(1) at x = 0 if and only if f/g is

bounded in some neighborhood of x = 0.

Let w− ≤ w+ < w be three functions of C(X?), such that

w− − w
w+ − w

= O(1) at 0.(10)

We denote by A the subset of continuous functions on X? defined as

A = {f ∈ C(X?) : w− ≤ f ≤ w+} = [w−, w+].(11)

We now consider a countable increasing sequence {Kj} of nonempty and compact subsets

of X satisfying X =
⋃
jKj , and the following semidistance on A:

dj(f, g) = sup
x∈Kj

∣∣∣∣ln( f − w
w+ − w

(x)

)
− ln

(
g − w
w+ − w

(x)

)∣∣∣∣ , f, g ∈ A, j ∈ N,(12)

The quantities dj are well defined because of (10) and the definition (11) of A. Of course

the function w appearing in (12) can be chosen in many ways. However, as we will see

below, for our purposes, w must satisfy Bw < w. A metric d can be defined on A as in

Section 2 by

d(f, g) =
∞∑
j=1

2−j
dj(f, g)

1 + dj(f, g)
, for all f, g ∈ A.

Remark 6 If supj dj(w−, w+) < ∞, then it is possible to define a metric by taking the

supremum on X instead of on each compact set Kj . This observation will be used

afterwards. Notice also that the condition

lim sup
‖x‖→∞, x∈X

(
w− − w
w+ − w

)
(x) <∞

implies supj dj(w−, w+) <∞, since the quotient (w−−w)/(w+−w) is continuous except

at x = 0 and bounded in a neighborhood of this point. In some applications, we will take

w ≡ 0. Then, (10) is the same as w−/w+ = O(1) at zero.
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Proposition 3. If (10) holds, then (A, d) is a complete metric space.

Now we introduce two new assumptions which will be used in this context and that

replace (DP2) and (DP3), respectively.

(DP2’) U : Graph(Γ) −→ R ∪ {−∞} is upper semicontinuous and continuous at every

point where it is finite.

(DP3’) The following conditions hold true:

(i) For all x ∈ X?, there is a continuous selection q of Γ with U(x, q(x)) > −∞.

(ii) There exist three continuous functions w−,w+ and w such that w− ≤ w+ < w

and

(a) Bw < w, Bw− ≥ w−, Bw+ ≤ w+, and

w− − w
w+ − w

= O(1) at 0.

(b) Π0(x0) 6= ∅ for all x0 ∈ X?, and for each x̃ = (xt) ∈ Π0(x0) it follows

limt→∞ β
tw−(xt) = limt→∞ β

tw+(xt) = 0.

Assumption (DP3’) will permit us to find a closed and bounded set A = [w−, w+] such

that the Bellman operator maps this order interval into itself as a contraction. Moreover,

the Bellman operator iterations will either be an increasing or decreasing sequence in

C(X?) that will always lie in the given order interval. This fact is important because,

in general, the supremum or infimum of the sequence is not in the order interval, since

ordinarily order intervals are not σ–Dedekind complete6 in C(X?) . Thus, monotonicity of

the Bellman operator alone is not sufficient to yield a fixed point. This technical problem

is solved here by means of the convexity property of the operator, allowing to restrict the

local contraction approach to the order interval. Hence, the property of convexity allows

us to overcome the failure of C(X?) to be σ–Dedekind complete.

Although (DP3’) seems to be stringent and rather technical, we will show in the ex-

amples that follow the next theorem that many economic models share this property.

The following result is analogous to Theorem 3 but considering semidistances instead

of seminorms. However, in the method of proof we use the convexity property of the

Bellman operator instead of its discounting property.
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Theorem 6. Let B be a Bellman operator satisfying (DP1), (DP2’) and (DP3’) so that

there exists a countable increasing sequence {Kj} of nonempty and compact subsets of X

with X =
⋃
jKj satisfying Γ(Kj) ⊆ Kj for all j ∈ N. Then

(a) There exists a closed and bounded subset A ⊆ C(X? ) such that the Bellman equation

has a unique solution f̂ on A. Furthermore, f̂ satisfies w− ≤ f̂ ≤ w+.

(b) The value function v? is continuous in X? and coincides with the fixed

point f̂ .

(c) For any f ∈ A, Bnf d→ v? as n→∞.

Remark 7. (i) Similar observations to those found in Remark 3 take place here. That is

to say, the condition Γ(Kj) ⊆ Kj can be dropped if the following inequality holds for all

j ∈ N.

µj = sup
f∈A

dj(f,Bw) ≤ µ.(13)

This is because, in such a case, dj(Bf,Bg) ≤ (1 − e−µ) dj(f, g) for all j ∈ N as can be

seen in the proof of Theorem 6, and then B is a 0-LC although Γ(Kj) 6⊆ Kj . In general,

Bw can be difficult to obtain. However, given that Bw < w, a sufficient condition for (13)

to hold is supj dj(w−, w) <∞, which is a more workable condition. When w ≡ 0, (13) is

just supj dj(w−,B0) = supj dj(w−, ψ) <∞.

(ii) When the function ψ is strictly negative, an obvious choice for w is the null function

and for w+ the function ψ itself. These considerations are based on the fact that, in such

a case, B0 < 0 and Bψ < ψ.

(iii) As can be observed in the proof of Theorem 6, the discounting factor does not have

any influence in the parameter of contraction with the metric considered in this section.

However, it does play a very important role in the existence of a suitable closed and

bounded subset of functions mapped into itself by the Bellman operator.

(iv) The convergence of the iterates of the Bellman operator beginning from any func-

tion belonging to the set A is understood in the metric considered. Yet it implies uni-

form convergence on compact subsets of X of ln ((Bnf − w)/(w+ − w)) to the function

ln ((f̂ − w)/(w+ − w)). Hence, the sequence (Bnf−w)/(w+−w) converges to the function

(f̂ − w)/(w+ − w), uniformly on compacta.
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Example 8 (Homogeneous negative case). Of particular interest is the homogeneous neg-

ative case, which we have already analyzed in Example 2. There we have proven that the

operator is a contraction with respect to the family of seminorms whenever the discounting

factor satisfies suitable bounds. As we shall show, Theorem 6 allows us to avoid this limita-

tion. To begin with, let us assume that U is homogeneous of degree θ < 0, U(0, 0) = −∞,

and Graph(Γ) is a cone in X = Rl+. We also add the following assumptions:

a) U(x, y) ≤ −a‖x‖θ for some a > 0, for all (x, y) ∈ Graph(Γ).

b) For all x ∈ X, there exists a continuous selection q of Γ with ‖q(x)‖ ≥ α‖x‖ for

some α > 0 such that βαθ < 1, and U(x, q(x)) ≥ −b‖x‖θ for some b > 0.

Now we prove that (DP3’) is satisfied. The property (i) is obvious, by b). Let us define

the functions w−, w+ and w as follows

w−(x) =
−b

1− βαθ
‖x‖θ,

w+(x) = ψ(x),

w(x) = 0.

It is easily shown that w−, w+ and w satisfy the assumption (ii)–(a); in fact, we can drop

the condition Γ(Kj) ⊆ Kj , as w−/w+ is bounded on X, since −b‖x‖θ ≤ ψ(x) ≤ −a‖x‖θ.
Hence, it is obvious that (13) holds, and B is a 0–LC although Γ(Kj) 6⊆ Kj (see also the

comments in Remark 6 and in (i) of Remark 7). We now check the property (ii)–(b) in

(DP3’). First, given x0 6= 0, let (xt) be the path satisfying xt = q(xt−1) for all t ∈ N.

Then (xt) belongs to Π0(x0), since S((xt)) ≥ −‖x0‖θ/(1− αθ). Second,

lim
t→∞

βtw−(xt) = lim
t→∞

βtw+(xt) = 0

for all (xt) ∈ Π0(x0). This follows because βtψ(xt) = βtw+(xt) tends to zero for all

(xt) ∈ Π0(x0) –see (i) of Remark 5– and hence βt‖xt‖θ tends to zero as well, due to the

upper bound on ψ. After this analysis, we can assert that B is a 0–LC in the metric

considered for all β satisfying βαθ < 1, that the value function is continuous and that

it can be approached by means of iterations of the Bellman operator starting from any

function lying between w− and w+. Actually, it can be approached from the zero function,
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since B0 = ψ belongs to this set of functions. It can be seen that neither homogeneity for

the utility function, nor condition A5 in Alvarez and Stokey (1998) are necessary in order

to obtain such a result –this fact is also mentioned in Le Van and Morhaim (2001)–.

Example 9 (Returns that are bounded above but not below, Nakajima (1999)). Theorem

6 also covers the results of Nakajima regarding returns that are bounded above by zero

but not below. In addition to continuity of U , where it is finite, and Γ, this author uses

the following assumptions:

a) U is nonpositive, concave, increasing in x and decreasing in y.

b) Γ is convex and monotone increasing.

c) There exists a vector xl ∈ X? such that U(x, y) ≤ −C ‖x‖θ − c for some C > 0,

c ≥ 0 and some θ < 0, for all (x, y) ∈ Graph(Γ) satisfying ‖x‖ ≤ ‖xl‖.

d) There exists a vector xu ∈ X such that for each x ∈ X? with ‖x‖ ≤ ‖xu‖ there

exists a continuous selection q of Γ satisfying 0 ≥ U(x, q(x)) ≥ −D‖x‖θ − d for

some D > 0, d ≥ 0, and ‖q(x)‖ ≥ α ‖x‖ for some α > 0 with βαθ < 1.

The conditions imposed imply that the curvature of the value function near zero is, roughly

speaking, negatively homogeneous. Let us choose the functions w−, w+ and w as follows

w−(x) =


− d

1− β
− D

1− βαθ
‖x‖θ, if ‖x‖ ≤ ‖xu‖,

− d

1− β
− D

1− βαθ
‖xu‖θ, if ‖x‖ ≥ ‖xu‖,

w+(x) = ψ(x),

w(x) = 1.

It is straightforward to show both Bw+ ≤ w+ and Bw < w. Making use of hypotheses

a) and c), we also have Bw− ≥ w−. As in the homogeneous negative case, it is easy to

show that the remaining conditions of (DP3’) are satisfied. Assumption (i) is satisfied if

we choose the path satisfying xt = q(xt−1) if ‖x0‖ < ‖xu‖, and xt = x0 if ‖x0‖ ≥ ‖xu‖.
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Now, it is obvious that w−/w+ = O(1) near 0, because b) implies ψ(x) ≤ −C‖x‖θ − c
for ‖x‖ ≤ ‖xl‖. Actually, taking w ≡ 1, it follows that

µj = dj(w−, w+) = sup
Kj

∣∣∣∣ln w− − ww+ − w

∣∣∣∣ = sup
Kj

∣∣∣∣ln w− − 1

w+ − 1

∣∣∣∣
is bounded for every j and therefore the operator B is a 0–LC, although the technological

correspondence presents growth rates greater than one. Hypothesis (ii)–(b) holds true as

in Example 8. To finish, notice that the hypothesis of convexity is not needed in order to

apply Theorem 6.

Example 10 (Logarithmic utility function. Technology with decreasing returns). Here

the utility function is U(x, y) = ln(F (x)−y), X = R+ and Γ(x) = [0, F (x)]. We suppose

that F is continuous on [0,∞), strictly increasing, F (0) = 0, and there exists x̄ > 0 with

F (x̄) = x̄, F (x) > x for all x < x̄ and F (x) < x for all x > x̄. We need to prove that

(DP3’) holds. In order to find w−, let us first define the continuous selection q(x) = x/2

if x ≤ x̄, q(x) = x̄/2 if x ≥ x̄. We have q(x) ∈ Γ(x) for all x > 0, and U(x, q(x)) > −∞,

hence (i) of (DP3’) holds. Now we define the continuous function w− as follows

w−(x) =


1

(1− β)2
ln

1

2
+

1

1− β
lnx, if x ≤ x̄,

1

(1− β)2
ln

1

2
+

1

1− β
ln x̄, if x ≥ x̄.

From this function, an easy computation shows that Bw− ≥ w−. With respect to the

continuous function w+, it is defined next. Given that x̄1−σxσ tends, as σ → 0, to the

discontinuous function h(0) = 0 = F (0), h(x) = x̄ = F (x̄), if 0 < x ≤ x̄, and because F

is strictly increasing, it is obvious that there exists some σ > 0 small enough such that

x̄1−σxσ ≥ F (x) for all 0 ≤ x ≤ x̄. Let us define the function w+ by

w+(x) =


σ

1− βσ
lnx+

1− σ
(1− β)(1− βσ)

ln x̄, if x ≤ x̄,

1

1− β
lnx, if x ≥ x̄.

A tedious but straightforward computation shows that Bw+ ≤ w+. Now, let us consider

the function w defined as follows: w(x) = a + (1/(1 − β)) ln x̄ if 0 < x ≤ x̄ and

w(x) = a + w+(x) for x ≥ x̄, where a > 0. Note that w is continuous, since w+(x̄) =
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(1/(1− β)) ln x̄ and that w+ < w. Furthermore, Bw < w. The following step is to show

that (w− − w)/(w+ − w) = O(1) at x = 0. However, this is clear as w is constant near

0 and

lim
x→0+

w−(x)

w+(x)
=

1− βσ
σ (1− β)

> 1.

The last inequality implies w−(x) < w+(x) for all x in a neighborhood of zero. The

inequality w−(x) < w+(x) for all x ∈ X follows from the fact that w− < (1/(1−β)) ln x̄,

and the uniform convergence, as σ goes to zero, of the function w+ to the function

(1/(1 − β)) ln x̄ on the compact subsets of (0, x̄]. Thus we can conclude that (ii)–(a) is

satisfied.

The property Π0(x0) 6= ∅ for all x0 > 0 is obvious, since the path (x0, q(x0), q(x0), . . .)

belongs to Π0(x0) for all x0 > 0, hence (i) in (DP3’) holds. Now, let us consider (xt) ∈
Π0(x0). If xt ≥ x̄ for some t ∈ N, then xt′ ≤ xt for all t′ ≥ t, so any path in Π0(x0) is

bounded above, and then limt→∞ β
t lnxt ≤ 0. Moreover, since F (xt) ≤ x̄1−σ xσt for all

xt ≤ x̄, it follows

lim
t→∞

βt ln(x̄1−σ xσt ) = lim
t→∞

βtσ lnxt ≥ lim
t→∞

βt lnF (xt) ≥ lim
t→∞

βtψ−(xt) = 0.

Hence, limt→∞ β
t ln(xt) = 0, and therefore limt→∞ β

tw−(xt) = limt→∞ β
tw+(xt) = 0.

After this analysis, we can assert that B is a 0–LC in the metric considered for all β < 1,

that the value function is continuous and that it can be approached starting from any

function lying between w− and w+. Our hypotheses are weaker than those proposed

in Le Van and Morhaim (2001), as we have not made any assumption on concavity or

smoothness of the production function F .

Example 11 (Homogeneous utility function. Technology with decreasing returns). The

return function is given by U(x, y) = (F (x) − y)θ/θ, where θ < 0. The state space

is X = R+ and the technological correspondence is Γ(x) = [0, F (x)] with F strictly

increasing and continuously differentiable on (0,∞), F ′(0+) > 1, F (0) = 0 and such that

there exists x̄ > 0 with F (x̄) = x̄ and F (x) < x if x > x̄. The sets Kj = [0, jx̄] are

compact and Γ(Kj) ⊆ Kj holds. It can be seen that ψ(x) = F (x)θ/θ is strictly negative,

hence Bψ ≤ ψ and we can take w+ = ψ and w = 0. The function w− bounding

for below the fixed point is constructed next. First, setting x1 ∈ (0, x̄), let us take the
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continuous selection q(x) = x if x ≤ x1, q(x) = x1 if x ≥ x1. Obviously (i) of (DP3’) is

fulfilled. Then, we define w− by

w−(x) =


1

1− β
(F (x)− x)θ

θ
, if x ≤ x1,

1

1− β
(F (x1)− x1)θ

θ
, if x ≥ x1.

From this we obtain w− < w+ and Bw− ≥ w−. Now we shall prove that F (x)/(F (x)−
x) = O(1) at 0. This will show that w+/w− = O(1) at 0. By L’Hopital’s rule, it follows

1 ≤ lim
x→0+

F (x)

F (x)− x
= lim

x→0+

(
1 +

x

F (x)− x

)
= 1 +

1

F ′(0+)− 1
;

so we have

1

1− β

(
1 +

1

F ′(0+)− 1

)θ
≤ lim

x→0+

w+(x)

w−(x)
≤ 1

1− β
,

which proves the assertion. We have proved that (ii)–(a) holds. On the other hand, the

verification that Π0(x0) 6= ∅ is obvious since the path (x0, q(x0), . . . , q(x0), . . .) belongs to

Π0(x0). Finally, let x0 6= 0 and let (xt) ∈ Π0(x0). Notice that the path (xt) is bounded.

If (xt) is bounded away from 0, then obviously

lim
t→∞

βtw−(xt) = lim
t→∞

βtw+(xt) = 0.

If (xt) tends to 0, then, as we have shown above, ((F (xt)− xt)/F (xt))
θ = O(1). Taking

into account that βtw+(xt) = βtψ(xt) = βtF (xt)
θ goes to zero as t → ∞ for paths in

Π0(x0), then it must hold

lim
t→∞

βtw−(xt) = lim
t→∞

βt(F (xt)− xt)θ = 0.

Hence, the assumption (DP3’) is fulfilled, and all the conclusions in Theorem 6 hold.

In particular, the value function can be approached starting from the zero function, as

B0 = ψ = w+ belongs to [w−, w+].

Example 12 (Logarithmic utility function. The technology is a cone). We consider the

set X = Rl+ and the return function U(x, y) = ln(φ(x, y)), where φ : Graph(Γ) → R+

is continuous, φ(0, 0) = 0, and Graph(Γ) is a cone. When φ is homogeneous of degree
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one, this model is known as the homogeneous of degree zero case and it was introduced

by Alvarez and Stokey (1998). However, this last hypothesis is not necessary and can be

eliminated. In fact, the usual assumptions used in the model can be weakened in other

directions as shown below. Keeping in mind this idea, we assume the following conditions,

which are weaker than the original.

a) ‖y‖ ≤ ε‖x‖ for some ε > 0, for all (x, y) ∈ Graph(Γ).

b) φ(x, y) ≤ B(‖x‖n + ‖y‖n) for some B,n > 0, for all (x, y) ∈ Graph(Γ).

c) For all x ∈ X, there exists a continuous selection q of Γ with ‖q(x)‖ ≥ α‖x‖ for

some α > 0, and such that φ(x, q(x)) ≥ b‖x‖n for some b > 0.

First, we consider the functions

w−(x) =
1

1− β
ln b+

βn

(1− β)2
lnα+

n

1− β
ln ‖x‖,

w+(x) =
1

1− β
ln(B(1 + εn)) +

βn

(1− β)2
ln ε+

n

1− β
ln ‖x‖,

w(x) = w+(2x).

Conditions (i), (iii) and (ii)–(a) in (DP3’) are obviously fulfilled, so only (ii)–(b) needs

proof. Let x0 6= 0. Then, the path (xt), where xt+1 = q(xt) for all t ∈ N, belongs to

Π0(x0), so Π0(x0) 6= ∅. Furthermore,

lim
t→∞

βtn ln ‖xt‖ = lim
t→∞

βt ln(B(1 + εn)‖xt‖n) ≥ lim
t→∞

βtU−(xt, xt+1) = 0,

and

lim
t→∞

βt ln ‖xt‖ ≤ lim
t→∞

βt ln(εt‖x0‖) = 0.

Thus limt→∞ β
t ln ‖xt‖ = 0, which implies limt→∞ β

tw−(xt) = limt→∞ β
tw+(xt) = 0.

Now, since the quotient (w− −w)/(w+ −w) is constant at every point of X, Theorem 6

is applicable although α > 1.

Example 13 (General logarithmic utility function). Let us consider the model as in the

example above, where now Graph(Γ) is not necessarily a cone. We assume the following

more general conditions.
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a) ‖y‖ ≤ ε‖x‖m for some ε,m > 0 such that βm < 1, for all (x, y) ∈ Graph(Γ).

b) φ(x, y) ≤ B(‖x‖n1 + ‖y‖n2) for some B,n1, n2 > 0 such that n1 = mn2, for all

(x, y) ∈ Graph(Γ).

c) For all x ∈ X, there exists a continuous selection q of Γ with ‖q(x)‖ ≥ α‖x‖m for

some α > 0, and such that φ(x, q(x)) ≥ b‖x‖n1 for some b > 0.

Let us consider the functions

w−(x) =
1

1− β
ln b+

βn1

(1− β)(1− βm)
lnα+

n1

1− βm
ln ‖x‖,

w+(x) =
1

1− β
ln(B(1 + εn2)) +

βn1

(1− β)(1− βm)
ln ε+

n1

1− βm
ln ‖x‖,

w(x) = w+(2x).

The proof of (DP3’) is completely similar to that given in Example 12, so we omit the

details.

4. concluding remarks

In this paper we have provided new results regarding the existence and uniqueness of

solutions to the Bellman equation in the case of unbounded returns. Our primary approach

is a global one on the space of all continuous functions, with the aid of some metric fixed

point theorems. The Boyd (1990) and Becker and Boyd approach (1990, 1997) contemplate

only a subset of all continuous functions, obtaining uniqueness of solutions only with

respect to this subset. On the other hand, they demand the existence of a continuous

function satisfying certain properties. The construction of such a function is possible, as

the previously mentioned authors show, for some parametric models, but does not appear

obvious for a general dynamic programming problem. Other approaches, as in Streufert

(1990,1998), Nakajima (1999) and Le Van and Morhaim (2001) are based directly on the

study of the value function. Our results enable us to cover fairly general models by means

of the contraction techniques, with the important implications of convergence of successive

iterations to the fixed point and uniqueness with regard to a certain class of functions.
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We are able to prove existence and uniqueness whenever the associated operators are 0–

LC, a concept to which Theorem 1 applies. If the operators are not suitable for application

of the aforementioned theorem, we can still obtain a solution using Theorem 2 since the

Bellman operator is always 1–LC. Theorem 5 allows us to analyze problems not covered

in prior results. The flexibility and scope of our methodology is shown in the important

case of unbounded below returns. In this case, instead of considering seminorms based

on the supremum norm –which is clearly impossible– we choose an adequate family of

semidistances. In this way, Theorem 6 is applicable to many models, as shown in the

examples studied in the paper. In all the reported cases, the fixed point coincides with

the value function.

It seems clear that our approach can be applied to stochastic dynamic programming

with unbounded returns. Finally, we would like to mention that it can be applied to

recursive utility and dynamic programming with recursive utility, as can be seen in Rincón–

Zapatero and Rodŕıguez–Palmero (2002).
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APPENDIX A

Proofs.

Proposition 1: (a) Let f, g ∈ C(X). We have

d(Tf, Tg) =
∞∑
j=1

2−j
dj(Tf, Tg)

1 + dj(Tf, Tg)

≤
∞∑
j=1

2−j
βj dj(f, g)

1 + βj dj(f, g)
(since T is a 0–LC and x

1+x is increasing)

=
∞∑
j=1

2−jaj bj (set aj = βj
1+dj(f,g)

1+βjdj(f,g)
and bj =

dj(f,g)
1+dj(f,g)

),

where aj ∈ (0, 1) and bj ∈ [0, 1), for all j ∈ N. To prove the statement, assume to

the contrary that for all α ∈ [0, 1),
∑∞

j=1 2−jajbj > α
∑∞

j=1 2−jbj . In this case we

have
∑∞

j=1 2−jajbj ≥
∑∞

j=1 2−jbj , and consequently
∑∞

j=1 2−jbj(aj − 1) ≥ 0, which is a

contradiction, since aj < 1, for all j ∈ N.

(b) Since A is a bounded subset of C(X), there exists a sequence of uniform bounds

{mj} such that dj(f, g) ≤ mj for all f, g ∈ A, and for all j ∈ N. Now let now f, g ∈ A;

we then have

d(Tf, Tg) ≤
∞∑
j=1

2−jaj bj (from item (a))

≤
∞∑
j=1

2−jβj
1 +mj

1 + βjmj
bj (since f, g ∈ A and βj

1+x
1+βjx

is increasing in x)

=
∞∑
j=1

2−ja′j bj (set a′j = βj
1+mj

1+βjmj
),

where a′j ∈ (0, 1) and bj ∈ [0, 1), for all j ∈ N. Since a′j does not depends on the

particular choice of f and g in A, it is sufficient to prove there exists α ∈ [0, 1) such

that
∑∞

j=1 2−ja′j bj ≤ α
∑∞

j=1 2−jbj , for all sequence {bj} satisfying bj ∈ [0, 1], for all

j ∈ N. To do so, suppose on the contrary that for each α ∈ [0, 1) there exists a sequence

{bαj } in [0, 1] such that

∞∑
j=1

2−ja′j b
α

j > α

∞∑
j=1

2−jb
α

j .(A.1)
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Let {αn} be a sequence such that αn ∈ [0, 1) for all n ∈ N, and αn → 1 as n → ∞.

Then, for each n, there exists a sequence b̃n = {bαnj } ∈ K = [0, 1]∞ satisfying (A.1).

Since K is a compact set for the product topology, the sequence b̃1, . . . , b̃n, . . . admits a

convergent subsequence. Without loss of generality, we can thus assume b̃n → B̃ = {Bj}
in K, and therefore b

αn

j → Bj in R, as n→∞, for each j ∈ N. From this we obtain:

(i)
∑∞

j=1 2−j b
αn

j (a′j − αn) > 0, since b̃n verifies (A.1).

(ii) b
αn

j (a′j − αn)→ Bj (a′j − 1), as n→∞.

(iii) | 2−j bαnj (a′j − αn) |≤ 2−j+1 and
∑∞

j=1 2−j+1 <∞.

Thus, from Lebesgue Dominated Convergence Theorem, it follows
∑∞

j=1 2−jBj(a
′
j−1) ≥ 0,

which contradicts the fact that a′j < 1 for all j ∈ N. Q.E.D.

Theorem 1: (a) By (b) of Proposition 1 the operator T is a contraction on A. Since

A is closed, the Banach Theorem is applicable and therefore T has a unique fixed point

f̂ in A. The uniqueness of the fixed point on C(X) follows from (a) of Proposition 1.

(b) Let f ∈ C(X). Then, for all j ∈ N

dj(T
nf, f̂) = dj(T

nf, Tnf̂) ≤ βn−1
j dj(f, f̂), n ∈ N,(A.2)

Moreover, given ε > 0 there is a positive integer p such that
∑∞

j=p+1 2−j < ε
2 .

Furthermore, it is clear that

p∑
j=1

2−j
βn−1
j dj(f, f̂)

1 + βn−1
j dj(f, f̂)

→ 0 as n→∞.

So, there exists a positive integer n0 such that for all n ≥ n0

p∑
j=1

2−j
βn−1
j dj(f, f̂)

1 + βn−1
j dj(f, f̂)

<
ε

2
.

From this, and taking into account that (A.2) holds, it follows directly that for all n ≥ n0,

d(Tnf, f̂) =

∞∑
j=1

2−j
dj(T

nf, f̂)

1 + dj(Tnf, f̂)
≤

p∑
j=1

2−j
βn−1
j dj(f, f̂)

1 + βn−1
j dj(f, f̂)

+

∞∑
j=p+1

2−j <
ε

2
+
ε

2
= ε.

Hence, Tnf
d→ f̂ as n→∞. Q.E.D.
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Theorem 2: We only need to show that T is a contraction on A with respect to the

metric dc. To this end, let f, g be two functions in A. By definition of 1–LC, we have

then the following contraction property

dc(Tf, Tg) =

∞∑
j=1

c−jdj(Tf, Tg) ≤
∞∑
j=1

c−j β dj+1(f, g) = cβ

∞∑
j=2

c−j dj(f, g) ≤ cβ dc(f, g).

Q.E.D.

Theorem 3: (a) There are two steps in the proof. The first is to show that B is a

0–LC. The second step is to show that B maps A into A, for some closed and bounded

subset A of C(X).

Step One. Let f, g ∈ C(X). Since f(y) ≤ g(y) + max
y∈Γ(Kj)

|f(y)− g(y)| for all y ∈ Γ(Kj),

we have for all x ∈ Kj

Bf(x) = max
y∈Γ(x)

(U(x, y) + βf(y))

≤ max
y∈Γ(x)

(U(x, y) + β(g(y) + max
y∈Γ(Kj)

|f(y)− g(y)|))

= max
y∈Γ(x)

(U(x, y) + βg(y)) + β max
y∈Γ(Kj)

|f(y)− g(y)|

= Bg(x) + β max
y∈Γ(Kj)

|f(y)− g(y)|;

therefore Bf(x) − Bg(x) ≤ β max
y∈Γ(Kj)

|f(y) − g(y)|. Reversing the roles of f and g, and

taking into account that Γ(Kj) ⊆ Kj , we obtain

‖Bf − Bg‖Kj ≤ β max
y∈Γ(Kj)

|f(y)− g(y)| ≤ β ‖f − g‖Kj ,(A.3)

which means that B is a 0–LC.

Step Two. Let A = {f ∈ C(X) : ‖f‖Kj ≤ ‖ψ‖Kj/(1 − β) for all j ∈ N}, which is a

closed and bounded subset of C(X). Let f ∈ A and let x ∈ Kj . From (A.3), we obtain

‖Bf‖Kj ≤ ‖ψ‖Kj + β‖f‖Kj ≤ ‖ψ‖Kj + β
‖ψ‖Kj
1− β

=
‖ψ‖Kj
1− β

for all j ∈ N,

which means that the Bellman operator maps A into A. Then by Theorem 1, B admits

a fixed point f̂ ∈ A, which is unique on C(X).

37



(b) Let x0 ∈ X. We first show that Π(x0) is a compact subset of Z. Since Γ

is upper hemi–continuous and closed–valued, then it is closed which means that Π is

closed–valued. Thus, Π(x0) is a closed subset of Z. Yet, x0 ∈ Kj for some j ∈ N,

and, since Γ(Kj) ⊆ Kj , it follows that Π(x0) ⊆ K∞j , which is compact in the product

topology. Hence, Π(x0) is compact, as it is a nonempty and closed subset of a compact

set. Further, under assumptions (DP1) and (DP2), the compact valued correspondence

Π is also continuous in the product topology.

Now, we shall show that the total discount return function S is continuous in the

product topology. Let {x̃n} be a sequence in Π(x0) such that x̃n = {xnt } → x̃ = {xt}
in the product topology, as n → ∞. Then, for each t ∈ N, we know that xnt → xt

pointwise as n → ∞, and consequently, since U is continuous, it follows U(xnt , x
n
t+1) →

U(xt, xt+1) as n approaches infinity. In addition, using the continuity of U and the fact

that (xnt , x
n
t+1) belongs to the compact set Kj ×Kj for all t, n ∈ N, we have

|U(xnt , x
n
t+1| ≤ K, for some K ∈ R.

From this we obtain
∑

t β
t |U(xnt , x

n
t+1)| ≤

∑
t β

t K < +∞ and then, by Lebesgue

Dominated Convergence Theorem, it follows that S(x̃n) → S(x̃). Thus S is continuous

in the product topology and, by Berge’s Theorem of the Maximum, v? is continuous. By

Theorem 4.2 in Stokey, Lucas, and Prescott (1989), we know that v? satisfies the Bellman

Equation, so it must be equal to the unique fixed point f̂ .

(c) It follows from (b) of Theorem 1 and the above item. Q.E.D.

Theorem 4: (a) As is explained in the previous paragraph to this theorem, B is

always a 1–LC on C(X). Let us consider the subset A of continuous functions f such

that ‖f‖Kj ≤ mj , for all j ∈ N, where the sequence {mj} is defined as

mj =
∞∑
l=j

βl−j‖ψ‖Kl ,

which is finite by hypothesis. Now it is easy to show that this sequence is nondecreasing

and that the recursion ‖ψ‖Kj + βmj+1 = mj holds. Hence,

‖Bf‖Kj ≤ ‖ψ‖Kj + β max
y∈Γ(Kj)

|f(y)| ≤ ‖ψ‖Kj + β‖f‖Kj+1 ≤ mj .
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Therefore B maps A on A. Now we can apply Theorem 2 to conclude that B is a

contraction in the metric dc and therefore has a unique fixed point f̂ on A.

(b) It is straightforward to show that limt→∞ β
tf̂(xt) = 0 for all (xt) ∈ Π(x0), for

every x0 ∈ X. In fact,

βt|f̂(xt)| ≤ βt
∑∞

l=t β
l−t‖ψ‖Kl (because xt ∈ Kt)

=
∑∞

l=t β
l‖ψ‖Kl → 0, as t→∞ (because

∑
βj‖ψ‖Kj converges).

Moreover, given x0 ∈ X and (xt) ∈ Π(x0),
∑∞

t=0 β
tU(xt, xt+1) ≤

∑∞
t=1 β

j ‖ψ‖Kj is

finite, so we can apply Theorem 4.3 in Stokey, Lucas and Prescott (1989).

(c) It follows from Theorem 2 and the item above.

Q.E.D.

Proposition 2: Let f ∈ C(X) be a fixed point of the Bellman operator B, and

x ∈ X. Then, for each i ∈ N, it follows

Bif(x) = max
y∈Γi(x)

(U(x, y) + βf(y))

≤ max
y∈Γ(x)

(U(x, y) + βf(y)) (from Γi(x) ⊆ Γ(x))

= Bf(x)

= f(x) (since f is a fixed point of B).

Thus Bif ≤ f and then, by the monotonicity of Bi, we have Bni f ≤ f for all n ∈ N.

From this, and taking into account that Bi satisfies (c) of Theorem 3, we have fi(x) =

limn Bni f(x) ≤ f(x). Hence, fi ≤ f and the sequence {fi} is bounded on C(X). Q.E.D.

Theorem 5: (a) Condition (i) implies that supi∈N fi is well defined. As we have

already noted, the function f̂ = supi∈N fi is lower semicontinuous as the supremum of

continuous functions, and satisfies (6). Now we shall show it is upper semicontinuous,

so we can consider max instead of sup in (6). We first claim that given x0 ∈ X and

x̃0 ∈ Π0(x0), f̂(x0) ≥ S(x̃0). Let us suppose x̃0 = (x0
t ) ∈ Π0(x0). For each T ∈ N, there

is an index iT ∈ N such that the path (x0
0, x

0
1, . . . , x

0
T+1, a, a, . . .) belongs to ΠiT (x0), so
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then

f̂(x0) ≥ fiT (x0)

≥
T∑
t=0

βt U(x0
t , x

0
t+1) + βT+1 U(x0

T+1, a) +
∞∑

t=T+2

βt U(a, a)

≥
T∑
t=0

βt U(x0
t , x

0
t+1) + βT+1 U−(x0

T+1, a) +
∞∑

t=T+2

βt U(a, a).

Taking limits as T tends to +∞, (ii) implies

f̂(x0) ≥
∞∑
t=0

βtU(x0
t , x

0
t+1) + lim

T→∞
βT+1U−(x0

T+1, a)

≥
∞∑
t=0

βt U(x0
t , x

0
t+1)

= S(x̃0).

(A.4)

This proves our claim. Now, let x0 ∈ X and let {xi} be a sequence on X such

that {xi} → x0, as i → ∞. To derive upper continuity for f̂ we will prove that

lim supi→∞ fi(xi) ≤ f̂(x0). This result is based on the fact that if a sequence of functions

fi converges pointwise to a function f̂ and lim supi→∞ fi(xi) ≤ f̂(x0) for all x0 ∈ X, for

all xi → x0, then f̂ is upper semicontinuous (see Langen (1981)). In order to do so we

proceed as follows. As fi is the unique fixed point of the operator Bi, we know that, for

each i, there exists a path x̃i = (xit) ∈ Πi(xi) ⊆ Π(xi) such that

fi(xi) =

T∑
t=0

βtU(xit, x
i
t+1) + βT+1 fi(x

i
T+1)

≤
T∑
t=0

βtU(xit, x
i
t+1) + βT+1 g(xiT+1), for all T ∈ N.

Since Π(x0) is compact in the product topology, the sequence {x̃i} admits a convergent

subsequence, so we can assume without loss of generality that {x̃i} converges to the point

x̃0 = (x0
t ) ∈ Π(x0). Since U is continuous, g upper semicontinuous and xti converges to

x0
t ∈ X as i→∞, we obtain

lim sup
i→∞

fi(xi) ≤
T∑
t=0

βtU(x0
t , x

0
t+1) + βT+1 g(x0

T+1), for all T ∈ N.
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Taking limits as T tends to ∞, this last conclusion yields

lim sup
i→∞

fi(xi) ≤
∞∑
t=0

βtU(x0
t , x

0
t+1) + lim sup

T→∞
βT+1g(x0

T+1)

≤
∞∑
t=0

βtU(x0
t , x

0
t+1)

= S(x̃0),

(A.5)

which in particular implies x̃0 ∈ Π0(x0). Next, combining (A.4) and (A.5)

lim sup
i→∞

fi(xi) ≤ S(x̃0) ≤ f̂(x0),

as required, so the function f̂ is upper semicontinuous and, therefore continuous. Hence,

it is a fixed point of the Bellman operator. Finally, the convergence of fi to f̂ uniformly

on compact subsets of X follows from Dini’s Theorem, as {fi} is an increasing sequence

of continuous functions converging to a continuous function on a family of compact subsets

covering X.

(b) Let x0 ∈ X. Then v?(x0) = maxx̃∈Π(x0) S(x̃) ≥ maxx̃∈Πi(x0) S(x̃) = fi(x0), which

implies v? ≥ fi for all i ∈ N, and consequently v? ≥ f̂ . The other inequality has been

proved in (A.4).

(c) Every solution f? of the Bellman equation such that lim supt→∞ β
tf?(xt) ≤ 0 for

every admissible path, satisfies f? ≤ v?. Now, from Proposition 2, the function f̂ = v? is

the minimum solution of the Bellman equation, so f? = f̂ and the uniqueness statement

follows.

(d) Given i ∈ N, the sequence {Bnfi}n is increasing and is bounded by f̂ . Let us

denote f as the limit function, where, of course, f ≤ f̂ . Now, it is easy to show that f

satisfies (6), since:

sup
y∈Γ(x)

(U(x, y) + βf(y)) = sup
y∈Γ(x)

sup
n∈N

(U(x, y) + βBnfi(y))

= sup
n∈N

max
y∈Γ(x)

(U(x, y) + βBnfi(y))

= sup
n∈N
BBnfi(x)

= f(x).
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Hence, f ≥ f̂ because f̂ is the lowest function with this property. In consequence, f̂ = f

and the statement follows again from Dini’s Theorem and item (a). Q.E.D.

Proposition 3: That dj is a semidistance and d a distance is obvious. Given a

Cauchy sequence {fn} in A , it holds that dj(fn, fm) → 0 as n,m → ∞, for every j.

Hence, the sequence {ln ((fn − w)/(w+ − w))} is Cauchy with respect to the supremum

norm in the space of positive and bounded functions defined on Kj , continuous at Kj\{0}.
Since such space is complete, there exists a positive and bounded function gj to which

the sequence above converges uniformly on compact subsets of Kj . It is straightforward

to show then that gj is continuous on Kj \ {0}. An inductive argument on the index

j gives rise to a continuous function g, globally defined on X, such that the sequence

{ln ((fn − w)/(w+ − w))} converges uniformly to g on compact subsets of X. Let us

define f = eg(w+ − w) + w. It is clear that f ∈ A and

dj(fn, f) = dj(fn, e
g(w+ − w) + w) = sup

x∈Kj

∣∣∣∣ln( fn − w
w+ − w

(x)

)
− g(x)

∣∣∣∣
tends to zero as n→∞. Therefore the space is complete. Q.E.D.

Theorem 6: (a) Let us consider the bounded and closed subset of functions A defined

by

A = {f ∈ C(X?) : w− ≤ f ≤ w+, f(0) = −∞},

and let f ∈ A. We have (f − w)/(w+ − w) = O(1) at zero, since w− ≤ f ≤ w+ and

(w− − w)/(w+ − w) = O(1) at zero by hypothesis. Hence, the semidistances dj are well

defined on A. There are two steps in the proof. The first is to show that B is a 0–LC.

The second step is to show that B(A) ⊆ A.

Step one. Given f, g ∈ C(X?) and λ ∈ [0, 1], by using the definition of the Bellman

operator it is easy to see that

B(λf + (1− λ)g)(x) ≤ λBf(x) + (1− λ)Bg(x).

Moreover, for all f, g ∈ A, x ∈ Kj , we have

ln

(
g − w
w+ − w

(x)

)
≤ ln

( f − w
w+ − w

(x)
)

+ dj(f, g).
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Suppressing logarithms we obtain

g − w
w+ − w

(x) ≤ edj(f,g) f − w
w+ − w

(x).

Thus (f − w) ≤ e−dj(f,g) (g − w) for all nonzero x ∈ Kj and then

f ≤ e−dj(f,g)g + (1− e−dj(f,g))w.(A.6)

Now, monotonicity and convexity of B, imply

Bf(x) ≤ B
(
e−dj(f,g) g + (1− e−dj(f,g)) w

)
(x) (since Γ(Kj) ⊆ Kj)(A.7)

≤ e−dj(f,g) Bg(x) + (1− e−dj(f,g)) Bw(x) (by convexity of B)

≤ e−dj(f,g) Bg(x) +

(1− e−dj(f,g)) (e−dj(Bw,Bg) Bg(x) + (1− e−dj(Bw,Bg)) w(x)).

The last inequality follows from (A.6) substituting f for Bw and g for Bg. Rearranging

terms, subtracting w, dividing by w+ − w, and taking logarithms we have the following

inequality for all x ∈ Kj

ln
Bf − w
w+ − w

(x) ≥ ln zj + ln
Bg − w
w+ − w

(x),

where zj = (e−dj(f,g) + (1− e−dj(f,g)) e−dj(Bw,Bg)). In (iv) of Appendix B it is shown that

the inequality ln zj ≥ −(1− e−dj(Bw,Bg)) dj(f, g) holds. Hence, for all x ∈ Kj

ln

(
Bg − w
w+ − w

(x)

)
≤ ln

(
Bf − w
w+ − w

(x)

)
+ (1− e−dj(Bw,Bg))dj(f, g)

≤ ln

(
Bf − w
w+ − w

(x)

)
+ (1− e−µj )dj(f, g),

where µj = supf∈A dj(f,Bw). Finally, interchanging the roles of f and g we obtain

dj(Bf,Bg) ≤ (1− e−µj )dj(f, g),

and, consequently, the Bellman operator is a 0–LC as asserted.

Step two. First, since assumptions (DP2’) and (i) of (DP3’) hold, Lemma 2 in

Alvarez and Stokey (1998) assures that the Bellman operator maps continuous functions

43



on X? to continuous functions on X?. Of course f(0) = −∞ implies Bf(0) = −∞.

Now, Bf ∈ A whenever f ∈ A by the properties of the bounding functions w− and w+

asserted in (DP3’).

(b) Let (xt) ∈ Π0(x0), x0 ∈ X?, and let f̂ be the fixed point whose existence is

assured in the above item. Since f̂ ∈ A, we know that w−(xt) ≤ f̂(xt) ≤ w+(xt) and

so the statement follows from the hypotheses made on w− and w+. The proof that f̂

coincides with the value function v? is standard.

(c) It follows from (b) of Theorem 1 and the item above. Q.E.D.
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APPENDIX B

This appendix is devoted to show the validity of some facts used in the paper.

(i) The truncated correspondences Γi satisfy Γi(x) ⊆ Γ(x) for all x ∈ X ⊆ Rl+, for

all i ∈ N: Given x ∈ X, let y ∈ Γi(x). If x ∈ Xi, then Γi(x) = Γ(x), so suppose

that x /∈ Xi. In this case y ∈ Γ(PXi(x)) and (PXi(x), y) ∈ Graph(Γ). We claim that

x ≥ PXi(x). Once this is proved, assumption (DP4) implies (x, y) ∈ Graph(Γ), that is to

say, y ∈ Γ(x). To proof the claim, notice that Xi is closed and convex, so the following

inequality holds

(x− z) · (a− z) ≤ 0(B.1)

for all a ∈ Xi (see Luenberger (1969)), where “ · ” denotes the scalar product of vectors

and z = PXi(x). Let us consider J = {j |xj < zj} and I = {h |xh ≥ zh} and by way

of contradiction suppose that J is nonempty. Let us define the vector a whose jth

component is 0 if j ∈ J and zj otherwise; a ∈ X since a ≤ x and X is comprehensive,

hence a ∈ Xi given that ‖a‖ ≤ ‖z‖ ≤ i. According to (B.1), −(xJ − zJ) · zJ ≤ 0,

where xJ and zJ denote the components of the vectors x and z corresponding to J ,

respectively. This inequality contradicts the definition of J .

(ii) The sequence {fi} of approximations to the fixed point of the Bellman operator

is increasing. We have

fi+1(x) = Bi+1fi+1(x)

= max
y∈Γi+1(x)

(U(x, y) + βfi+1(y))

≥ max
y∈Γi(x)

(U(x, y) + βfi+1(y)) (since Γi(x) ⊆ Γi+1(x))

= Bifi+1(x).

We know that Bi is a β–LC on C(X) and that for all f ∈ C(X), Bni f converges as

n→∞ to fi in some appropriated metric d. In particular, Bni fi+1
d→ fi, as n→∞. By

the monotonicity properties of Bi, we obtain

fi+1 ≥ Bifi+1 ≥ B2
i fi+1 ≥ · · · ≥ Bni fi+1 ≥ · · ·

In consequence, fi(x) ≤ fi+1(x). It then follows that f̂ = supi∈N fi.
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(iii) If f̂ = supi∈N fi is finite, then f̂(x) = supy∈Γ(x) (U(x, y) + βf̂(y)). Similar

arguments as in ii) show that for x ∈ Xi fi(x) ≤ supy∈Γ(x) (U(x, y) + βf̂(y)) for every

i ∈ N. From the above inequality we obtain f̂(x) ≤ supy∈Γ(x) (U(x, y)+βf̂(y)). Moreover,

it is clear that

Bfi(x) = Bifi(x) (from Γi(x) = Γ(x) on Xi)

≤ max
y∈Γi+1(x)

(U(x, y) + βfi(y)) (since Γi(x) ⊆ Γi+1(x))

≤ max
y∈Γi+1(x)

(U(x, y) + βfi+1(y)) (because fi ≤ fi+1)

= fi+1(x)

≤ f̂(x) (because f̂ = supi∈N fi).

Taking the supremum in the above inequality we obtain supy∈Γ(x) (U(x, y) + βf̂(y)) ≤ f̂ .

(iv) The inequality ln zj ≥ −(1− e−dj(Bω,Bg)) dj(f, g) holds, where

zj = (e−dj(f,g) + (1− e−dj(f,g)) e−dj(Bω,Bg)).

To prove this, let us consider the strictly convex function z(x) = ln (a+ e−x(1− a)),

where a = e−dj(Bω,Bg). Its second order Taylor expansion around zero gives z(x) =

−(1 − a)x + z′′(x̄)x2/2, with 0 < x̄ < x, hence z(x) > −(1 − a)x which is the desired

inequality when x = dj(f, g).
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Footnotes

1 All these facts can be found in Willard (1970).

2 B(a, r) denotes the ball of Rl centered at a and radius r > 0. B(a, r) denotes its

closure.

3 As an example, take the one–sector linear model with production function f(x) = γx

for γ > 1. Let Kj = [0, γj−1] for j = 1, 2, . . . and note that Γ(Kj) = [0, γj ] = Kj+1.

The rest of Example 4 holds for this model with appropriate restrictions on the return

function.

4 X is comprehensive when the following is true: if x̂ ∈ X, x ∈ Rl+ and x ≤ x̂, then

x ∈ X.

5 The importance of convexity and monotonicity of functional operators has been

recognized by several authors, as Krasnolselskii and Zabreico (1984) or, more recently,

Montrucchio (1998). The latter uses convexity in the framework of a functional equation

involving strictly negative, homogeneous degree two and bounded real functions, his aim

being to establish differentiability of the policy function in discrete time dynamic programs.

6 A set X is σ–Dedekind complete if the supremum or the infimum of any countable

subset of X is an element of the set (see Aliprantis and Border (1998) for details).
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